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0
I N T R O D U C T I O N

All matter within the visible universe is composed of atoms. At the core of each atom
resides a nucleus, consisting of nucleons – protons and neutrons. These nucleons, upon
closer examination, reveal a substructure of three quarks. These quarks typically only
exist in pairs or triplets confined within hadrons. There is, however, a notable exception
to this rule in the form of the Quark Gluon Plasma (QGP), which is believed to emerge at
extremely high energy densities caused either by large temperatures or baryon densities.
In these extreme conditions, quarks are deconfined from their hadrons and traverse the
QGP quasi-free.

The necessary temperatures for developing a QGP are believed to be reached at highly
energetic collisions of heavy ions at the largest and most powerful accelerator in the
world, the Large Hadron Collider (LHC). The ALICE experiment at the LHC is dedicated
to the study of heavy-ion collisions. Besides the QGP, the ALICE experiment is utilized to
isolate so-called Cold Nuclear Matter (CNM) effects caused by the hadrons being bound
within nuclei. These effects are commonly studied in p–Pb collisions, where CNM effects
are expected within the lead nucleus; however, the energy density in the collision is not
expected to reach the threshold of the QGP formation.

While there has been extensive research in recent years on the production of pseu-
doscalar mesons (π, η, K) as evidenced by studies such as [Abe+12; Ach+18b; Aai+23], the
investigation into vector mesons like the ω has received comparatively less attention. This
scarcity of experimental data not only hampers theoretical models to better describe the
production of vector mesons but also increases systematic uncertainties of direct photon
measurements, which serve as direct probes of the QGP.

In an effort to address this gap, the production of ω mesons in pp and p–Pb collisions is
measured at

√
sNN = 5.02 TeV and presented in this thesis. From the measured production

cross-sections in the two collision systems, the respective ω/π0 ratios are calculated,
as well as the first measured nuclear modification factor RpPb of the ω meson at LHC

energies.
The presented measurement of ω mesons in pp and p–Pb collisions is guided by three

primary motivations, as outlined in the following.

1. Theoretical models describe the production of particles in hadronic collisions using
Parton Distribution Functions (PDFs) and Fragmentation Functions (FFs). Measure-
ments of the production of particles, such as the ω meson, can constrain these
functions and thereby further our understanding of the different processes involved
in a particle collision. The measured production cross-sections can also be compared
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2 introduction

to Monte-Carlo (MC) event generators such as PYTHIA, EPOS LHC, and DPMJET to
test their description of ω mesons based on the various phenomenological models.

2. Comparisons of the ω meson production in p–Pb collisions to the reference mea-
surement in pp collisions are sensitive to possible CNM effects induced by partons
being bound within the lead nucleus. The measurements in both collision systems
furthermore serve as a reference for future studies of the QGP in Pb–Pb collisions.

3. Measurements of real and virtual direct photons, as probes of the QGP, require
experimental data on neutral meson production to describe the background of
decay photons. As decays of ω mesons are the third largest contributor to this
background [Ada+16], precise measurements of their production serve as vital
input for measurements of direct photons. This becomes especially important in
smaller collision systems like pp and p–Pb, where the direct photon signal is expected
to be small.

This thesis is structured into eight chapters: The introduction is followed in chapter 1 by
an overview of the theoretical foundations and related work that motivate this analysis.
The subsequent chapter 2 contains a brief description of the ALICE experiment, where the
datasets, outlined in chapter 3, are recorded. Chapter 4 describes how the charged and
neutral pions are measured, from which the ω mesons are reconstructed, as portrayed in
chapter 5. The extracted yields are then corrected and combined in chapter 6, leading to
the final spectra presented and discussed in chapter 7. Chapter 8 concludes this thesis
with a summary and outlook of future prospects of ω meson analyses.



1
P H Y S I C S C O N T E X T

This chapter provides the context necessary to understand the analysis steps and to
interpret the results presented in this thesis. With mesons being at the center of this
work, the first section 1.1 outlines their role within the standard model of particle physics.
Looking for the origin of ω mesons, section 1.2 introduces extreme states of matter in
Quantum Chromodynamics (QCD). These unique environments of QCD can be probed, as
done in this analysis, through particle collisions of various sizes, as explained in section
1.3. With MC event generators playing a crucial role in the analysis of these collisions,
they are briefly characterized in section 1.4 before this chapter concludes with section 1.5
and a compilation of previous related analyses.

1.1 mesons in the standard model of particle physics

The standard model of particle physics describes all known elementary particles as well
as three out of the four known fundamental forces within one coherent theory. According
to the standard model, all matter consists of six (anti-) quarks, and six (anti-) leptons
with five bosons carrying the forces between them. As the linear potential of the strong
interaction prohibits free color charge, (anti-) quarks are always found in color neutral
groups of two or more, called hadrons. While hadrons, consisting of three (anti-) quarks,
are called baryons, mesons are pairs of a quark and an antiquark. All known mesons
are unstable and decay into leptons, photons, or hadrons (protons and neutrons). The
finite lifetime τ of any unstable state corresponds to an uncertainty of its energy E,
according to the Heisenberg uncertainty principle ∆E∆τ > h̄/2 [MT45]. This translates to
an uncertainty of a particle’s mass, manifested as a width Γ when measuring the mass of
the particles as follows:

Γ = 2∆E = h̄/τ. (1.1)

Mesons are classified into JP multiplets according to their spin J and parity P. The parity
of a meson with angular momentum l is P = (−1)l+1. In the following, only the orbital
ground states (l = 0) are considered, which therefore have an uneven parity (P = −1).
Within the so-called eightfold way [GM61], combinations of the 3 light quarks u, d, and s
and 3̄ antiquarks can be decomposed into an octet 8 and a singlet 1 state: 3 ⊗ 3̄ = 8 ⊕ 1.
Figure 1.1 shows these nine combinations ordered in one nonet for pseudoscalar mesons
with anti parallel spins ( JP = 0−), and one nonet for vector mesons with parallel spins
( JP = 1−). Within this representation, kaons can be found in the upper and lower row, as
they contain one (anti-)strange quark and, therefore, have a net strangeness of S ± 1. The

3



4 physics context

(a) Pseudoscalar mesons ( JP = 0−) (b) Vector mesons ( JP = 1−)

Figure 1.1: Combinations of u, d and s (anti-)quarks forming one nonet of pseudoscalar ( J = 0)
and one of vector ( J = 1) mesons [SE]

middle row contains mesons without net strangeness (S = 0). In the pseudoscalar sector,
this row comprises the isospin triplet (I = 1) of pions and the singlet (I = 0) formed by a
combination of η and η′. The ρ mesons make up the isospin triplet of vector mesons, with
the singlet state being a combination of the ϕ and ω meson. The two isoscalar singlet
states in both nonets are a combination of two mesons (η/η′ and ω/ϕ), as they have the
same quantum numbers (Q = S = I = 0) and therefore mix [Ams18]. The composition of
these mixed states can be described using a linear combination of the SU(3) singlet and
octet wavefunctions:

|ψ1⟩ =
∣∣uū + dd̄ + ss̄

〉
/
√

3

|ψ8⟩ =
∣∣uū + dd̄ − 2ss̄

〉
/
√

6. (1.2)

The observed wavefunctions of the ω and ϕ meson are a sum of the singlet and octet
wavefunction weighted by the mixing angle of the vector mesons θV .

ϕ = |ψ8⟩ cos θV − |ψ1⟩ sin θV

ω = |ψ8⟩ sin θV + |ψ1⟩ cos θV (1.3)

The mixing angle θV between the two singlet states can be calculated from the masses of
the vector mesons using the following equation [Ams18]:

θV = arctan

(√
4mK∗ − mρ − 3mϕ

−4mK∗ + mρ + 3mω

)
≃ 36.5◦. (1.4)

This angle happens to cause almost ideal separation of the quarks into the two mesons
with the ω mesons wavefunction only containing around 2 % strangeness. Its wavefunction
can therefore be approximated as a superposition of the up and down (anti-)quarks, as
shown in Table 1.1, while the ϕ meson can be approximated as a pure ss̄ state.
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Quark content m (MeV/c2) Γ cτ

ω 1√
2

[
|uū⟩+

∣∣dd̄
〉]

782.65 8.49 MeV/c2 23.2 fm

π0 1√
2

[
|uū⟩ −

∣∣dd̄
〉]

134.98 7.7 eV/c2 25.5 nm

π+
∣∣ud̄
〉

139.57 25 neV/c2 7.8 m

π− |dū⟩ 139.57 25 neV/c2 7.8 m

Table 1.1: Properties of the ω meson and the pions it decays into [Pdg22]

As the ω meson is an unstable particle, measurements of its production, as presented
in this thesis, require a good understanding of how and when the ω meson decays.
Particle decays are often described by Fermi’s golden rule [Fer74], where in the case of
the ω meson decay, the conservation of G-parity plays an important role. G-parity is a
multiplicative quantum number that is a generalization of C-parity to include charged
particles using their isospin. Because the C-parity and the isospin are conserved under
strong interaction, so is the G-parity. Both the ω meson and all pions have a negative
G-parity. This means the decay of the ω meson into pions is only possible under the strong
interaction with an uneven number of pions. Therefore, the ω meson predominantly
decays into three pions, with a branching ratio of B(ω → π+π−π0) = 89% [Pdg22],
motivating its use for the reconstruction of the ω in the analysis presented in this thesis.
The measured Full Width at Half Maximum (FWHM) of the ω meson Γ = 8.49 MeV/c2

[Pdg22] can be converted using equation 1.1 into a lifetime of τω = 23.2 fm/c.
Pions are by far the lightest hadrons with a mass more than three times smaller than

the next lightest hadrons, the kaons [Pdg22]. Table 1.1 shows the quark composition,
measured masses, and respective widths of the pions. While one observes very similar
masses of the charged and neutral pions, their lifetimes and, therefore, widths differ
drastically. This difference comes from their particular decays:

As pions are the lightest hadrons, they can only decay into leptons and bosons,
prohibiting strong decays. The neutral pion decays almost exclusively into two photons
with a branching ratio of B

(
π0 → γγ

)
= 98.8 %. This electromagnetic decay comes

with a lifetime of τπ0 = 25.5 nm/c, which is much larger than that of the ω stated
above. This results in a small width of the π0 of Γ = 7.7 eV/c2 compared to its mass of
Mπ0 = 135 MeV/c2 [Pdg22]. Due to charge conservation, charged pions can not decay
into only photons. As no hadron is lighter than pions, they can only decay into leptons.
Parity violation of the weak interaction and helicity considerations yield that the decay
into an electron and a neutrino is strongly suppressed, leaving only the decay into a
muon and the corresponding neutrino [Pov+13]. This decay therefore has a very large
branching ratio of B

(
π+ → µ+ + νµ

)
= B

(
π− → µ− + νµ

)
= 99.98 %. As this is a weak

decay with a small phase space available due to the similar masses of the pion and the
muon (mπ± ≈ 4

3 mµ±), the lifetime of the pion is rather large with τπ± = 7.8 m/c [Pdg22].
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(a) The Parton Distribution Functions of the pro-
ton measured by H1 and ZEUS at fixed Q2 are
dominated by gluon (xg) and sea-quark (xS)
contributions at low x.

(b) While the DGLAP equations describe the QCD

evolution with rising momentum transfer Q,
the BFKL equation describes its behavior at de-
creasing momentum fraction x.

Figure 1.2: Dependance of parton distributions on the momentum transfer Q and the partons
momentum fraction x at which it is probed [Dia10]

1.2 qcd evolution in extreme environments

Quantum Chromodynamics (QCD) is a Quantum Field Theory (QFT) describing the
strong interaction between color-charged quarks and gluons. Combinations of these
fundamental partons make up hadrons, as described in the previous section. In addition
to the constituent quarks, defining the charge of a hadron, the special nature of QCD

also predicts the existence of virtual, short-lived quarks and gluons. The composition of
partons within a hadron is quantified by so-called PDFs. These describe the probability
of finding a specific parton with a momentum fraction (x) of the total hadron between
x and x + dx. Figure 1.2a shows measurements of the PDFs of a proton by the H1 and
ZEUS working groups at a fixed momentum transfer of Q2 = 10000 GeV2. When probing
relative momenta of x ≈ 1/3, the largest contribution comes from the constituent quarks
of the proton (uud). At smaller relative momenta, one finds more and more short-lived
vacuum fluctuations in the form of sea quarks and gluons. The evolution of the PDFs at
fixed momentum transfer and decreasing momentum fraction (x → 0) is called the Regge-
Gribov limit and is experimentally achieved by increasing the center of mass energy√

s → ∞ while keeping the transverse momentum constant [Gel+10]. Growth of the
gluon density is observed at small-x, which arises due to gluon splitting (g→gg) [Kan19].
The sea quark density also rises here, as they are produced in gluon splitting g→qq̄.
However, as their production is suppressed by one power of the coupling constant αS in
the splitting, the sea quark density is negligible at very low x [GEL13]. Figure 1.2b depicts
the QCD evolution with changing Q and x. The described Regge-Gribov limit (Q2, x → 0)
corresponds to the two vertical arrows showing the rising density within the nucleus.
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This experimentally observed rapid rise of the gluon density at small-x is described by the
Balitsky-Fadin-Kuraev-Lipatov (BFKL) equation [Gel+10]. When the increasing number of
confined gluons in the nucleus leads to overlap and therefore recombination (gg→g), the
gluon density saturates [Kan19]. A description of the properties of saturated gluons in
the Regge-Gribov limit is given by the Color Glass Condensate (CGC).

1.2.1 Color Glass Condensate

Saturated low-x gluons are theorized within an effective field theory as a new type of
matter called Color Glass Condensate (CGC) [McL08a; McL08b]. The following three
paragraphs outline the concept of CGC following the three components of its name.

color As this proposed new form of matter consists of gluons, which only interact
strongly via their color charge, the name of this effective theory contains the charge
defining all fields and interactions within: color.

glass The highly energetic hadrons contain very fast gluons, whose interactions are
slowed down by Lorentz-time dilation [GEL13]. This property of behaving like a solid on
short time scales, but a liquid on long ones, prompts the word glass to be borrowed from
silica, where similar behavior is observed [McL02]. The CGC as an effective theory uses
this to approximate the low x gluons by static classical fields [McL08a].

condensate The packing of more and more gluons into a hadron can be illustrated
by thinking of the gluons as hard spheres [McL08b]. With a Lorentz gamma factor of
γ ∼ 1000 in heavy ion collisions at the LHC, the hadron and therefore this sphere analogy
can be described as a two-dimensional circle in the transverse plane. The size of the gluon
can be approximated by their De Broglie wavelength in the transverse plane rT ∼ 1/pT

[McL08b]. Gluons of fixed size (momentum) can be added to the hadron until they start
to overlap. At this point the number of gluons can still increase, however, their size would
have to decrease to fit into holes left by the bigger gluons. This way, more and more
gluons of smaller and smaller sizes can be packed into the hadron. For a given hadron
energy there is a characteristic saturation momentum Qsat, corresponding to the inverse
size of the smallest packed gluons [McL08a]. Gluon modes with transverse momenta
pT ≤ Qsat are therefore saturated [Gel+10]. This saturation momentum Qsat(x) grows
with rising density when increasing the energy of the hadron or the number of contained
nucleons [Kan19]. It is important to note, that saturation does not imply that the number
of gluons stops growing. It means that for a given transverse momentum scale the rapid
growth of gluons stops but continues for gluons of higher transverse momentum and,
therefore, smaller sizes [McL08b]. Figure 1.2b depicts this saturation behavior with the
purple shaded area when probing small x and Q. This extreme phase space density
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explains the word condensate to describe this theory.

While the CGC offers a promising approach to solving many open questions in heavy-
ion physics, proposing a universal form of matter describing high-energy hadrons, its
existence and properties are still controversial and require experimental investigation.

The parton distribution is however not only a function of the previously discussed
Bjorken x, but also the momentum transfer Q. The evolution of PDFs at fixed Bjorken
x and increasing Q is called the Bjorken limit and corresponds to the horizontal arrow
in Figure 1.2b. This evolution of PDFs with the probed momentum scale is described by
the so-called Dokshitzer-Gribov-Lipatov-Alterelli-Parisi (DGLAP) equations [AP77]. The
momentum scale dependence in the DGLAP equation manifests in the form of dependence
on the running coupling constant of QCD αS(Q2), which will be briefly discussed in the
following, leading to the phase diagram of QCD.

1.2.2 Phase Diagram of QCD

At the heart of QCD lies its coupling constant αS(Q2), which, unlike the name would sug-
gest, exhibits a pronounced dependence on the probed momentum scale Q. A compilation
of αS(Q2) measurements using various probes is shown in figure 1.3a.
The Q dependence of the coupling constant can be approximated at leading order by the
following equation [Bü21]:

αS

(
Q2
)
=

αS
(
Q2

0
)

1 + BαS
(
Q2

0
)

ln
(
Q2/Q2

0
) , (1.5)

where αS
(
Q2

0
)

is the coupling constant at a reference scale Q0 and B is a theory dependent
constant. As a probe’s spatial resolution is inversely proportional to its momentum Q,
the very large coupling constant at small Q can also be understood as strong coupling at
large distances. This large coupling stems from the linear potential of QCD and leads to
confinement, preventing free color charges.

Both the theoretical description by equation 1.5 as well as the measurements shown in
figure 1.3a indicate a decreasing coupling strength when probing very large momentum
scales Q. In a large multibody system, this weakening of the strong coupling is expected to
cause deconfinement, where the quarks and gluons are not bound in hadrons anymore but
instead traverse such a medium quasi-free. Such a state of deconfined quarks and gluons
is called a Quark Gluon Plasma (QGP). Within a QGP, one also expects the restoration
of chiral symmetry, whose breaking in vacuum is responsible for a large fraction of the
mass of hadronic matter [DGH94]. Experimentally, the QGP was found to behave like a
perfect fluid with negligible viscosity [Esk19].
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(a) Measurements of the QCD coupling
constant αS(Q2) [Pdg22]

(b) Phasediagram of QCD containing the hadronic and the QGP

phase [Phi20]

Figure 1.3: The coupling constant αS decreases with rising Q (left), which in case of a large
many-body system can lead to deconfinement and consequently the QGP, that can be
achieved at large temperature or net baryon density (right).

The necessary momentum scale for such a state of matter can be reached by reducing
the distance of the quarks and gluons through increasing the net baryon density or the
temperature. This motivates the construction of a phase diagram for strongly interacting
matter representing the phase as a function of temperature and net baryon density. Figure
1.3b shows our current understanding of the phase diagram of strongly interacting matter.
It depicts the separation of the hadronic phase at low temperatures and baryonic densities
to the QGP phase at large temperatures and densities.

The transition between the two phases is believed to be a crossover at small baryon
densities up to a critical point followed by a first-order phase transition at large net
baryon densities. While the existence of a QGP at large energy density is established both
in theory and experiments [Alib], the existence and precise location of a critical point
within the phase transition remain active areas of research.

Nature is thought to provide two examples of environment with the necessary extreme
properties for the formation of a QGP. According to our current scientific understanding,
the Big Bang created immensely hot matter and antimatter in equal proportions, equiva-
lent to a net baryon density of zero. The cooling of the QGP during the universe’s first
milliseconds is indicated by an arrow along the temperature axis in figure 1.3b. Moreover,
a QGP is speculated to be present within neutron stars [AGK20] despite their moderate
temperatures, due to their characteristically high baryonic densities, when the Fermi
pressure of the neutrons is not strong enough to counter gravitation, leading to their
wavefunctions to overlap. The phase diagram shown in figure 1.3b also illustrates how
heavy-ion collisions, varying in energies and collision systems, aim to probe different
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regions of the phase transition. For instance, measurements at the Large Hadron Col-
lider LHC explore high temperatures at negligible baryon densities, similar to post-Big
Bang conditions, while experiments at facilities like the Facility for Antiproton and Ion
Research (FAIR) aim to investigate the QGP at large baryonic densities, similar to the
conditions found in neutron stars.

Insights to the QGP and other QCD properties stem from the compilation of many
different probes from various collision systems, where each collision system offers
complementary information on a different aspect, as described in the following section.

1.3 investigating qcd through particle collisions

In order to resolve the quarks and gluons within hadrons, collisions of highly energetic
particles are used, as the resolution of a probe is proportional to its wavelength, which
itself is inversely proportional to its energy. Our current understanding of Quantum
Chromodynamics is therefore largely based on experimental evidence from analyzing
the aftermath of particle collisions. This section describes the benefits of the three most
commonly used collision systems at the LHC: Proton-Proton (pp), Proton–Lead (p–Pb), and
Lead–Lead (Pb–Pb).

1.3.1 Proton-Proton Collisions

Protons in the LHC move with speeds very close to the speed of light, causing an extreme
Lorentz time contraction for the partons within. Collisions of these highly energetic
protons can, therefore, be described as individual collisions of partons, which are frozen
in time [Hor21]. The production of particles in these collisions is commonly factorized
into the different steps of such a collision to separate the different energy scales. The
following equation describes this factorization for the example of the ω meson production
cross section in pp collisions:

E
d3σpp→ωX

dp⃗
= ∑

a,b,c
PDFa ⊗ PDFb ⊗ dσab→cX ⊗ FFω

c , (1.6)

where the left side represents the Lorentz invariant production cross-section of ω mesons,
as measured in the analysis presented in this thesis. The right side of the equation consists
of a sum of the contributions of the three components, which describes the distribution
of the initial partons a and b, their collision, and the subsequent fragmentation of the
produced parton c into the ω meson.

pdf The Parton Distribution Function (PDF), as introduced in section 1.2, describes the
distribution of partons within nucleons as a function of x and Q and can be understood
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as setting the initial conditions of a collision. The final particle production in equation 1.6
is a sum over the products of all pairings of partons a and b. Most data on PDFs comes
from deep inelastic electron-nucleon scattering experiments as they involve only one PDF.

dσ The elementary partonic cross-section dσ contains the probability with which the
partons a and b scatter and produce particle c and some remainder X. As the relevant
momentum scale of this primary collision is typically very large, this cross-section can be
determined from perturbative QCD (pQCD) calculations.

ff The fragmentation of an intermediate parton c produced in the primary collision
is quantified by the Fragmentation Function (FF). As these processes occur with small
momentum transfers, they cannot be calculated from pQCD, and their description is
largely based on experimental input.

Both PDFs and FFs can therefore be constrained through measurements of particle
production, such as the ω meson, helping further our understanding of the different QCD

processes involved. Additionally, measurements in pp collisions serve as reference for
Pb–Pb and p–Pb collisions, as outlined in the next two sections.

1.3.2 Lead–Lead Collisions

The extreme energy density reached in Lead–Lead (Pb–Pb) collisions at the LHC is believed
to lead to temperatures greater than a critical temperature Tc ≈ 155 MeV, necessary for
the creation of a QGP [Baz+14].

At the LHC, matter and antimatter being produced in equal proportions far outweigh
the incoming nucleons and therefore lead to minuscule net baryon density. The evolution
of the QCD matter from nuclei to QGP in these high-energy Pb–Pb collisions is depicted
in figure 1.3b with a red arrow. The produced QGP then cools off rapidly during its
expansion, with an expected lifetime of only 10 f m/c [Alib].

Due to its short lifetime, the existence and properties of a possible QGP have to be inves-
tigated using information conveyed by the long-lived particles reaching the detectors. One
of the most common probes of the QGP is its modification of the transverse momentum
spectra of the particles produced in the collision. This modification is quantified using
the nuclear modification factor RPbPb:

RPbPb =
1

TPbPb

d2NPbPb/dpTdy
d2σpp/dpTdy

, (1.7)

where d2NPbPb/dpTdy denotes the pT dependent number of produced particles of a
given type in Pb–Pb collisions, normalized by the respective transverse momentum (dpT)
and rapidity (dy) interval. The corresponding denominator d2σpp/dpTdy contains the



12 physics context

 (GeV/c)
T

p

0 2 4 6 8 10 12 14 16 18 20

P
b
P

b
 ,

 R
p
P

b
R

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8 ALICE, charged particles

| < 0.3
cms

η = 5.02 TeV,  NSD, | 
NN

sp­Pb  

 | < 0.8η = 2.76 TeV,  0­5% central, | 
NN

sPb­Pb  

 | < 0.8η = 2.76 TeV,  70­80% central, | 
NN

sPb­Pb  

Figure 1.4: Measurements of the nuclear modification factors RPbPb and RpPb quantifying the
modification of the charged particle production in Pb–Pb and p–Pb collisions compared
to pp collisions [Abe+13]

production cross-section for the same particle in pp collisions, including the same nor-
malizations. Assuming a Pb–Pb collision is a superposition of many binary pp collisions,
the production ratio is normalized by the nuclear overlap function TPbPb, quantifying the
overlap between the two colliding nuclei.

The nuclear modification factor is often measured as a function of centrality, to observe
the increase of QGP effects in more central collisions. Figure 1.4 shows measurements of
the nuclear modification factor RPbPb of charged particles for central Pb–Pb collisions in
red and peripheral Pb–Pb collisions in green. In the absence of any nuclear modification,
the RPbPb would be equal to unity. The RPbPb is however significantly below unity for
both centralities, corresponding to a suppression of the measured particle production in
Pb–Pb collisions. This suppression at large transverse momenta, which increases for more
central collisions (red), is called jet quenching and can be explained by a QGP, which the
particles have to traverse, losing energy in the process.

Pb–Pb collisions however do not only contain these so-called final-state effects caused
by the QGP, but also some unrelated initial-state effects, caused by the nucleons being
bound within nuclei. Therefore, the suppression seen in figure 1.4 alone cannot be directly
attributed to the formation of a QGP. To isolate final-state effects of the QGP and disentangle
them from the initial-state, one utilizes p–Pb collisions, where the energy density is believed
not to be high enough for the formation of a QGP, allowing for an isolated study of the
initial-state effects [Sal+11].
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Figure 1.5: Schematic representation of the ratio RA
F2
(x, Q2

0) of the structure function of a nucleus
to that of a single nucleon given by equation 1.8, for a fixed Q2 [Arm06]

1.3.3 Proton–Lead Collisions

Particle production in Proton–Lead (p–Pb) and Pb–Pb collisions can be modified by so-
called Cold Nuclear Matter (CNM) effects. These describe modifications of the momentum
distribution of partons contained in a nucleon, caused by their proximity to other nucleons.
The term cold differentiates these effects caused by the surrounding cold nuclear matter,
from those caused by the hot QGP predominantly present in Pb–Pb collisions. As the
temperatures in p–Pb collisions are expected to stay below the critical temperature Tc

necessary for the formation of a QGP, p–Pb collisions enable the investigation of CNM

effects. The modification caused by CNM effects can be described using the ratio RA
F2

of
the structure functions FA/N

2 of nucleus A to that of a single nucleon, normalized by the
number of nucleons in the nucleus A [Arm06]

RA
F2
(x, Q2) =

1
A

FA
2
(
x, Q2)

Fp
2 (x, Q2)

. (1.8)

While the structure functions and, consequently, the ratio depend on both the momentum
scale Q2 and the relative momentum x, it is often discussed at fixed Q = Q0, as schemat-
ically shown in figure 1.5. The modification caused by CNM effects seen in this figure
can be split into four regions, based on the probed relative momentum, and whether the
structure function shows an enhancement or a suppression in the respective region.

Beginning the discussion at small x ≲ 0.1, one observes a suppression of the structure
function in the nucleus, commonly described as nuclear shadowing. Interactions with
nucleons in the center of the nucleus are often said to be shielded by the outer nucleons
[Jon23]. Within the CGC model, this suppression is explained by the larger saturation
momentum Qsat, described in section 1.2.1 [McL08a]. As this corresponds to a larger
momentum region in which gluons are saturated in the nucleus, the structure function
would be suppressed compared to a single nucleon.
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When probing higher x one observes an increase of the ratio with an enhancement in
the so-called antishadowing region at 0.1 ≲ x ≲ 0.3. This region is usually discussed as
compensating the preceding shadowing region by satisfying the sum rule for momentum
[Arm06; Kla23].

Next comes the EMC effect in the region 0.3 ≲ x ≲ 0.8, named after the European
Muon Collaboration (EMC) that first observed this suppression in 1983 [Aub+83]. Today,
40 years after its discovery, different theoretical models try to explain the suppression;
however, there is no consensus on any of the explanations [Wik; Nor03; Hen+17].

The final modification region present at large relative momentum x ≳ 0.8 shows again
an enhancement of the structure function in the nucleus, caused by the fermi motion of
the nucleons [Arm06].

While the particle production in high energy collisions is strongly influenced by these
modifications of the structure function, the structure function cannot be measured directly
in p–Pb collisions. Similar to Pb–Pb collisions, the nuclear modification in p–Pb collisions is
therefore also commonly quantified using the nuclear modification factor

RpPb (pT) =
1

ApPb

d2σpPb/dpTdy

d2σpp/dpTdy
, (1.9)

with the pT dependent production cross sections d2σ/dpTdy in pp and p–Pb collisions
and the normalization by the mass number ApPb = 208. Deviations of RpPb from unity
can be interpreted as modifications of particle production due to CNM effects. In the late
70’s, the so-called Cronin effect was discovered, where an enhanced particle production at
pT ≈ 3GeV was observed in proton-nucleus collisions. This effect is explained by multiple
scatterings between the partons of the proton and the partons of the nucleus, as these
scatterings result in a transverse momentum kick, increasing the momenta of the partons,
hardening the pT spectrum [BGV04]. A measurement of the nuclear modification factor
RpPb of charged particles is shown in figure 1.4. In contrast to measurements at lower
center of mass energies (

√
sNN ≈ 200 GeV) [MPC04], there is no significant Cronin effect

visible at LHC energies. This disappearance of the Cronin effect is also described in the
CGC theory [Alb12]. At large transverse momenta, the RpPb in figure 1.4 is compatible
with unity, while the red and green data points show a very clear discrepancy from unity,
suggesting additional effects, likely by a QGP.

To bring together such measurements of the RpPb (pT) (eq. 1.4 and the modification
factor RA

F2
(x) (eq. 1.5, one can use the approximate connection between x and pT, valid

for vanishing rapidity [Bü21]

x =
2pT√

s
, given y = 0. (1.10)

Using this equation, one can convert pT regions of the RpPb into x regions of the RA
F2
(x)

and therefore correlate nuclear modifications observed in RpPb measurements to the CNM

effects depicted in figure 1.5.
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1.4 monte carlo event generators

Analyses of particle production in collisions, such as the ones in the previous sections,
require the use of MC event generators to quantify and correct detector effects like the
spatial coverage and efficiency of the detector. Predictions of MC event generators can
furthermore be compared to measurements in order to test their predictive power and
the models used within. For the measurement of ω meson production presented in this
thesis, three different MC event generators are utilized:

• PYTHIA 8.2 serves as a general purpose MC event generator, describing high-
energy particle collisions by hard and soft interactions, parton distributions, parton
showers, and hadronization based on the Lund string model [And+83]. Within the
Monash 2013 tune, which is utilized in the pp simulation for this analysis, many
free parameters are adjusted using parametrizations of available experimental data
to best reproduce the properties of such collisions [Bie+22].

• DPMJET is a MC event generator based on the Dual-Parton-Modell (DPM) [RER01].
It uses pQCD to describe hard processes, while soft processes are described using
Gribov’s reggeon field theory [Gri67]. The hadronization within DPMJET is simu-
lated according to the Lund model as implemented in PYTHIA [RER01]. DPMJET
is implemented in this analysis for the simulation of the p–Pb collisions.

• EPOS1 is a MC event generator that describes different hadronic interactions from
cosmic ray showers to heavy ion collisions following a quantum mechanical multiple
scattering approach based on partons and strings [PPW10]. The hadronization in
EPOS is done through collective hadronization [Pie+15]. Simulations of pp and p–Pb

collisions are used in this analysis to coherently test predictions in both collision
systems. The employed tune, EPOS LHC, was introduced in 2012 and used first
results from the LHC, tuning the model to describe these high-energy collisions of
different sizes [Pie+15].

1.5 related work

Since the conjecture of the ω meson in 1957 [Nam57] it has been measured in many
different facilities around the world. While early works of the 60s and 70s focused on its
properties like mass and width [Kra+64; Gel+63], first measurements of its production
cross section came in the 80s at Fermilab [Don+80] and the ISR2[Bre+89]. A compilation
of cross-section measurements relevant to the analysis presented in this thesis is given
in table 1.2. Jumping forward by 30 years of measurements and advances in accelerator

1 Energy conserving quantum mechanical approach, based on Partons, parton ladders, strings, Off-shell
remnants, and Splitting of parton ladders

2 Intersecting Storage Rings (ISR) at CERN



16 physics context

Meson
√

sNN (TeV) System pT (GeV/c2) Reference

ω

0.015 p–Be > 2.2 [Don+80]

0.062 pp > 3 [Bre+89]

0.2 pp 0 - 13.5 [Ada+11a]

0.2 d–Au 0 - 13.5 [Ada+11b]

7 pp 2 - 17 [Ach+20]

13 pp 1.6 - 50 [Lü23]

π0 5.02 pp 0.4 - 30 [Sas19]

5.02 p–Pb 0.3 - 20 [Ach+18b]

Table 1.2: Compilation of previous ω and π0 measurements relevant to the results of this thesis

and detector development, the PHENIX3 collaboration measured the ω meson at
√

sNN =

200 GeV in a large variety of collision systems [Ada+11b].
The ALICE collaboration to this date published one measurement of the ω meson

production at
√

s = 7 TeV [Ach+20], and has conducted another, currently preliminary, pp

analysis at
√

s = 13 TeV [Lü23]. In contrast to only two ω meson analyses, the π0 and
η have been measured at all available LHC energies [Abe+12; Ach+17; Koc11; Ach+18c]
and collision systems [Ach+22; Ach+18b; Abe+14b]. This expertise in π0 reconstruction
within the collaboration facilitates precise ω meson measurements using the three-pion
decay channel. The two π0 analyses at

√
sNN = 5.02 TeV in pp and p–Pb collisions are

furthermore used as references for the calculation of the ω/π0 ratio [Sas19; Ach+18b].
Recently, both experimental and theoretical physicists have expressed their interest in

precise ω meson measurements:
While direct photons are one of the most promising QGP observables, their measurement

requires a precise description of the decay photon background, to which the ω meson is
the third largest contributor [Ada+16]. Precise ω meson measurements, therefore, also
indirectly help to reduce the uncertainties on our knowledge of QGP properties, like its
temperature.

Theoretical physicists aim to describe the ω meson fragmentation through the use of
FF’s, as described in section 1.3.1 [Ma+19]. As these involve soft QCD processes and are
therefore dependent on experimental constraints, the limited data was commented in
one publication as “No such considerable interest has been shown towards vector meson
production due to the scarcity of the data available so far“ [SI17].

This considerable interest from both the theoretical and the experimental side, combined
with the lack of high energy ω meson measurements, motivate their analysis as presented
in this thesis, offering first constraints on the production and modification of ω mesons in

3 Pioneering High Energy Nuclear Interaction eXperiment (PHENIX)
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p–Pb collisions. The measurement is performed at
√

sNN = 5.02 TeV, as this is the highest
energy ever recorded in all collision systems (pp, p–Pb and Pb–Pb).

First studies on the background and signal extraction of the ω meson have already
been conducted in the author’s bachelor’s thesis [Str21], from which certain portions
have been referenced for the background description employed in this analysis.



2
E X P E R I M E N T

The analysis presented in this thesis builds upon remarkable achievements of engineering,
namely the accelerators and detectors available at the European Organization for Nuclear
Research (CERN1). Since its foundation in 1954, the variety of accelerators spanning both
sides of the French-Swiss border near Geneva enabled many scientific breakthroughs in
particle physics: From the verification of V–A coupling in 1962 [Fid15], to the discovery
of the W and Z bosons in 1983 [DLR15], to the completion of the standard model by the
Higgs boson in 2012 [Atl]. The latter was produced at the largest and most powerful
of CERN’s accelerators, the Large Hadron Collider (LHC), which also provides collisions
to the ALICE experiment, supplying the data on which the herein-presented analysis is
based.

This chapter provides a description of the particle acceleration followed by an outline
of the ALICE experiment and its sub-detectors that are relevant to the measurement of ω

mesons presented in this thesis.

2.1 particle acceleration at cern

The Large Hadron Collider (LHC) at CERN accelerates protons and ions to the highest
energies worldwide, allowing the four large experiments to examine their collisions and
investigate the underlying laws of QCD, as described in section 1.3. However, the LHC is
only the last piece of a larger accelerator chain, as depicted in figure 2.1. The following
paragraphs outline the pre-acceleration of protons and ions before their injection into
the LHC, involving a total of six accelerators, going from Linear Accelerators (LINACs) to
circular accelerators of increasing size.

Hydrogen atoms are taken from a gas bottle and stripped of their electrons in a duo-
plasmatron [Hon79]. The resulting protons are then accelerated in CERN’s 80 meter long
LINAC 2 up to Ekin = 50 MeV [Bol+79], before being injected into the Proton Synchrotron
Booster (PSB). The PSB consists of four superimposed rings with a circumference of 157 m
that accelerate the protons up to Ekin = 1.4 GeV [Rei69] before injecting them into the
Proton Synchrotron (PS).

The lead ions, on the other hand, are evaporated off of a solid strip within the so-called
Electron Cyclotron Resonance Ion Source (ECRIS) and then injected into the 8 m long
LINAC 3 [Ang+93]. During the acceleration process, the lead ions get successively stripped
off all of their electrons to maximize the charge-to-mass ratio and, therefore, allow for

1 Conseil Européen pour la Recherche Nucléaire (CERN)
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Linac 2
Linac 3PSB LEIRPS

SPS

LHC

Pb

p

LHCb

ATLAS

CMS

ALICE

Figure 2.1: Schematic drawing of the accelerator chain with which protons and ions are accelerated
at CERN, culminating in the LHC and the four connected experiments

maximum acceleration. From here, they are fed into the Low Energy Ion Ring (LEIR) (80 m
in circumference), in which the ions are both cooled and accelerated up to Ekin = 72.2 MeV
per nucleon before being injected into the PS.

Once the protons or ions are injected into the PS from the PSB and LEIR respectively,
they follow the same acceleration chain. Within the 628 m circumference of the PS, the
protons (lead ions) are accelerated up to Ekin = 25 GeV (5 GeV per nucleon) [Reg62]. From
the PS, the protons and ions are passed on to the Super Proton Synchrotron (SPS) with a
circumference of 6.9 km, in which the protons (ions) up to Ekin = 450 GeV (176.4 GeV per
nucleon), before they are finally injected into the LHC.

the large hadron collider The LHC consists of two parallel beam pipes, in
which particles are accelerated close to the speed of light, in opposite directions along its
26.7 km circumference. Unlike the name suggests, the LHC not only accelerates protons
but also heavier nuclei like lead ions (208Pb). Using magnetic fields of up to 8.33 T, the LHC

can accelerate protons (lead ions) up to Ekin = 7 TeV (2.76 TeV per nucleon), making it not
only the largest but also the most powerful accelerator on earth [Bru+04]. The particles
are kept in the ring by 1232 superconducting dipole magnets, each 15 meters long and
weighing around 35 tonnes [Bru+04]. At four so-called interaction points, the two beam
lines intersect, where the particles of the two beams can be brought to collisions, which
are recorded by four large experiments built around these interaction points.
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The two experiments ATLAS2 and CMS3 are multipurpose detectors designed to measure
highly energetic final state particles and thereby test the standard model of elementary
particle physics and search for possible physics beyond the standard model. Their greatest
success to date lies in the detection of the Higgs boson in 2012. The LHCb4 experiment,
on the other hand, studies CP violation via decays of B mesons. Unlike ATLAS and CMS,
LHCb is not centered around the collision vertex but instead, the detectors are placed in
the forward direction with a focus on good reconstruction of secondary vertices from B
meson decays. As the only one of the four experiments at the LHC, the ALICE5 experiment
was initially designed to study heavy-ion collisions. Since data from this experiment
form the basis for the measurement of ω mesons in this work, the ALICE experiment
together with the detectors relevant to the analysis, will be described in more detail in
the following section.

2.2 a large ion collider experiment

Located 50 meters underneath the French village of Saint-Genis-Pouilly lies the ALICE

experiment. A schematic layout of the 16 meter tall ALICE experiment, including all of its
subdetectors, is shown in figure 2.2.

As the name suggests, ALICE primarily investigates heavy-ion collisions to study the
properties of both hot and cold partonic matter in extreme conditions, as introduced in
section 1.2. To measure probes of such heavy-ion collisions, the detectors of the ALICE

experiment are designed to provide good Particle Identification (PID) and resolution down
to low transverse momenta and up to high particle multiplicities created in heavy-ion
collisions.

The large red solenoid L3 magnet has an inner radius of 5.9 m at a length of 12 m and
provides a magnetic field of 0.5 T within, where the so-called central-barrel detectors utilize
the induced curvatures of particle tracks to determine their momenta [Gli+19]. ALICE’s
central-barrel is supplemented in the forward direction by the so-called muon-arm, shown
on the right hand side in figure 2.2. This muon spectrometer allows for the investigation
of quarkonia and heavy flavor particles via their muon decays in the forward region
[Bal15].

The ALICE experiment started taking data in 2010 until 2013, when the LHC went into
a long shutdown, during which the ALICE experiment was upgraded, leading to the
detector-setup shown in figure 2.2, which was available for the second operational run of
the LHC starting in 2015. The analysis presented in this thesis reconstructs the ω meson
using this setup via its decay into three pions and the subsequent decay of the neutral

2 A Toroidal LHC ApparatuS (ATLAS)
3 Compact Muon Solenoid (CMS)
4 LHC beauty (LHCb)
5 A Large Ion Collider Experiment (ALICE)
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Figure 2.2: Schematics of the ALICE experiment for the second run of the LHC [Alib]

pion into two photons (ω → π+π−π0 → π+π−γγ). This analysis, therefore, makes
use of a number of ALICE’s subdetectors for PID and momentum measurement of both
charged and neutral particles, which are introduced in the following sections going from
the inside to the outside of the experiment.

2.2.1 Inner Tracking System (ITS)

The Inner Tracking System (ITS) consists of six cylindrical layers around the beam pipe,
covering the full azimuth angle and a pseudorapidity range of |η| < 0.9 [ALI99].

At a radial distance of 3.9 and 7.6 cm from the interaction point are the two innermost
layers, which are made up of silicon pixels and are therefore referred to as Silicon Pixel
Detector (SPD). As the particle density in the innermost layers can reach up to 50 particles
per cm2, the SPD has a very high granularity of 50 × 425 µm per cell. Because of the SPD’s
close proximity to the interaction point, its signals are used to locate the collision vertex
and to provide the innermost points for the tracking of charged particles [Aam+08].

Going outward, the two intermediate layers form the so-called Silicon Drift Detector
(SDD). As this drift detector comes with comparatively large busy times, reducing the
number of available events, it is disregarded for the analysis presented herein.

The two outermost layers of the ITS make up the Silicon Strip Detector (SSD), where the
particle density is expected to be below one particle per cm2. Therefore, the granularity
in these layers is not as high to reduce the used material and therefore, reduce multiple
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scatterings while still providing crucial localization of charged particles, with a special
focus on matching their tracks to the next tracking detector, the TPC [Aam+08].

2.2.2 Forward Trigger Detectors (V0 and T0)

Disks surrounding the beam pipe in either direction along the beam axis contain the two
trigger detectors V0 and T0, used in the herein presented analysis and shown in figure
2.2 in red labeled as 2d.

v0 detector Two scintillation counters V0A and V0C together form the V0 detector,
covering the full azimuth angle for 2.8 < η < 5.1 as well as −3.7 < η < −1.7 [Abb+13].
In heavy-ion collisions, the V0 detector is commonly used to estimate the centrality of
an event, while in pp and p–Pb collisions, the total charge in the V0 detector is used as a
Minimum Bias (MB) trigger for the other ALICE detectors. For the datasets investigated in
this analysis, a coincident signal above a given threshold in V0A and V0C is required to
trigger the readout of an event.

t0 detector Like the V0 detector, the T0 detector comprises two subdetectors, T0A
and T0C. Each subdetector consists of an array of 12 Cherenkov radiators, which are
optically coupled to photo–multiplier tubes. While the T0 also covers the full azimuth
angle, compared to the V0, the T0 has a reduced pseudorapidity coverage of only 4.5 < η

< 5.0 as well as −3.3 < η < −2.9. With a timing resolution of around 50 ps, the T0 detector
allows for an accurate collision time determination, which is then used by other detectors,
such as the Time Of Flight (TOF) detector [Bon+05].

2.2.3 Time Projection Chamber (TPC)

The Time Projection Chamber (TPC) is ALICE’s main tracking detector, providing momen-
tum measurement through their curvature by the magnetic field, as well as PID via their
specific energy loss within the detector. Figure 2.2 shows the blue TPC barrel surrounding
the ITS in green, which itself contains the beam pipe.

With a length and outer diameter of 5 meters each, the TPC covers a pseudorapidity
range of |η| < 0.9 with full azimuth coverage. It consists of a gas-filled cylindrical field
cage with an electric field of 4000 V/cm along the beam axis from the central electrode
to the endcaps in either direction. When charged particles traverse the TPC, they ionize
gas atoms along the way, leaving a trail of positively charged ions and free electrons.
While the electric field draws the positively charged ions toward the central electrode,
the electrons, with their much smaller mass, quickly move toward the endcaps. After a
maximum drift time of 92 µs, the freed electrons reach the endcaps, which house the
readout of the TPC. The electron charge is then multiplied using Multi Wire Proportional
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Figure 2.3: Relative resolution of reconstructed tracks and clusters

Chambers (MWPCs) before the signals are read out using cathode pads [Alm+10]. The
combination of the location and time of this electron impact allows the reconstruction of
the three-dimensional distribution of clusters left by the ionizing particle.

The individual clusters from the TPC and the ITS are combined to form so-called
global tracks. The curvature of these tracks is then used to calculate the momentum
of the ionizing particle. The relative transverse momentum resolution via these TPC-ITS

tracks is shown in figure 2.3a. A remarkable resolution of about 1 % can be observed for
pT ≈ 2 GeV/c. At the same time, the resolution decreases for very low and high transverse
momenta because, at low pT, the particles don’t travel far enough into the TPC volume,
and at high pT, their curvature gets too small.

In addition to their momentum, the TPC can also help to identify charged particles
based on their specific energy loss per path length dE/dx. This identification is also
employed in the selection of charged pions as outlined in section 4.1. The PID of the TPC

in this analysis is further enhanced using the TOF detector, as introduced in the following
section.

2.2.4 Time Of Flight (TOF) Detector

At a distance of about 3.7 m from the beam axis, the Time Of Flight (TOF) detector, shown
in figure 2.2 in orange, covers the full azimuth region of |η| < 0.9 with a cylindrical
array of approximately 141 m2 [Car19]. The array consists of 1593 Multigap Resistive
Plate Chamber (MRPC) strips, which, in combination with the collision time given by
the T0 detector, measure the time of flight of charged particles with a precision of 56 ps
[Del+00]. From there, the velocity β is calculated and matched to the momentum of
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the corresponding TPC-ITS track to calculate the mass and identify the particle. This
complementary PID method is used to enhance the purity of the selection of charged
pions, especially in the intermediate momentum region, as discussed in section 4.1.

Charged particles can be accurately measured and identified using ITS, TPC, and TOF.
Neutral particles, such as photons, however, do not ionize the TPC gas and can, therefore,
not be tracked the same way. To reconstruct such neutral particles, ALICE offers two
electromagnetic calorimeters located just behind the TOF. One of these two is the so-
called Photon Spectrometer (PHOS) [Man+99], which is a highly granular lead-tungstate
calorimeter, resulting in good energy resolution down to low pT. Unfortunately, this high
granularity comes with a very limited acceptance of |η| < 0.125 in pseudorapidity and
70◦ in azimuth. Following exploratory studies showing a lack of statistics when using the
PHOS for the ω reconstruction, only the other electromagnetic calorimeter, the EMCal, was
further pursued for the direct measurement of photons.

2.2.5 Electromagnetic Calorimeter (EMCal)

At a distance of 4.4 meters from the beam axis lies the Electromagnetic Calorimeter
(EMCal), which is designed to measure electromagnetic observables such as photons and
electrons within the acceptance of 80◦ < ϕ < 187◦ and |η| < 0.7 [Cor+08]. During the
LHC shutdown between 2013 and 2015, the EMCal was extended by the so-called Di-Jet
Calorimeter (DCal) on the opposite side in azimuth, covering 261◦ < ϕ < 319◦, with a recess
in the center, where the PHOS is located. As the EMCal and DCal are identical in detector
design, they are used together in this work, and their combination will in the following
be simply referred to as EMCal. The EMCal is a sampling calorimeter with alternating
layers of lead and scintillation material segmented into 6 × 6 cm cells. When an incident
particle reaches the EMCal, it forms an electromagnetic cascade, which converts the
energy of the incident particle into that of low-energy photons in the scintillation layers,
which are then read out using photo-multipliers [Cor+08]. Signals from neighboring
cells are then clustered together into clusters, which can be interpreted as a measured
electromagnetic particle. Figure 2.3b shows the relative energy resolution of the EMCal for
different energies of the incoming particle. While the resolution saturates at around 2 %
for very large pT, the resolution decreases rapidly when measuring lower pT particles.
For incoming particles with an energy of E ≈ 2 GeV, the relative resolution is already
around 7 %. The minimum cluster energy for calibrated photon measurements was found
to be around Emin = 0.7 GeV [Alia].
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2.3 analysis framework

In addition to the detector hardware described in the previous section, the analysis
presented in this thesis also heavily builds upon different analysis frameworks, as
outlined in the following. Data recorded by the ALICE experiment is distributed across a
network of 174 data centers around the world [Bir11]. The code underlying the analysis
presented in this thesis is a subset of the publicly accessible analysis frameworks AliRoot6

and AliPhysics7, maintained by the ALICE collaboration. The subsequent post-processing
is largely inspired by the existing so-called Afterburner8 framework, developed by the
ALICE photon conversion group. While the herein presented analysis profits strongly
from the existing frameworks, a number of changes and additions have also been made
to these frameworks, which are now being used for other analyses.

6 https://github.com/alisw/AliRoot

7 https://github.com/alisw/AliPhysics

8 https://gitlab.cern.ch/alice-pcg/AnalysisSoftware

https://github.com/alisw/AliRoot
https://github.com/alisw/AliPhysics
https://gitlab.cern.ch/alice-pcg/AnalysisSoftware
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The analysis presented in this thesis covers the production of ω mesons in pp and p–Pb

collisions at a center of mass energy of
√

sNN = 5.02 TeV, which is the largest center of
mass energy with measurements in the three collision systems (pp, p–Pb, Pb–Pb). This
analysis uses all available datasets of pp and p–Pb collisions from the second run of the LHC

at this energy. Data recorded by the ALICE experiment is cataloged in so-called periods,
during which the collision system, energy, and the utilized trigger are not changed.

In November 2015 and 2017, ALICE recorded the periods LHC15n, LHC17p, and
LHC17q, which contain pp collisions at

√
s = 5.02 TeV. Between these pp periods, in

late November 2016, ALICE recorded four periods of p–Pb data, two of which (LHC16q
and LHC16t) were recorded at

√
sNN = 5.02 TeV. ALICE further divides these periods into

so-called runs, which describe a time span of continuous data taking with steady detector
status, usually containing a few hours of recorded collisions. The quality of these runs,
based on the performance of the different detectors, is then individually assured in a
centralized Quality Assurance (QA) effort. These checks and calibrations were already
performed before this analysis, as both the pp and the p–Pb dataset have previously been
investigated among preliminary π0 analyses [SS19; BSS21]. The list of runs contained in
these datasets that passed the centralized QA and were therefore used in this analysis can
be found in section A.1 of the appendix.

For the ω reconstruction using the so-called Photon Conversion Method (PCM) method,
as described in section 4.2, the tracking detectors (ITS and TPC) as well as the trigger
are required to have been in good condition. This requirement is extended to include
the EMCal, when using it for the reconstruction of the decay photons, such as in the
EMCal or PCM-EMCal π0 reconstruction methods, outlined in section 4.3. This additional
detector requirement results in minor differences between the included runs and, therefore
available number of events for the different reconstruction methods. As the Silicon Drift
Detector (SDD) layers of the ITS are not available for a large fraction of the recorded events
due to their drift time [Kha20], only the SPD and SSD layers of the ITS are utilized in this
analysis. Even when the SDD was active for a given event, its signals are excluded in the
tracking to ensure a consistent detector response while optimizing the efficiency of the
analysis.

The analysis presented in this thesis considers only collisions that were triggered by
the V0AND MB trigger, which requires coincident signals above a given threshold in both
V0 detectors, in an effort to record Non Single Diffractive (NSD) events while introducing
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as little bias as possible, as the name suggests. For an event to be included in this analysis,
they furthermore have to fulfill the following three criteria:

1. Events must include exactly one reconstructed primary vertex in the SPD. By exclud-
ing all events, in which more than one vertex was reconstructed, the background
from pile-up events can be reduced.

2. A minimum number of SPD tracklets in relation to the number of SPD clusters is
required in each event, as described by the following equation:

Ntracklets >
Nclusters − 65

4
. (3.1)

This is done to further reduce the contamination by background events, as a large
number of clusters without tracklets indicate that the event does not correspond to
a real collision and should, therefore, not be included in the analysis.

3. The collision’s primary vertex must be less than 10 cm away from the collision point
in the beam direction. Additionally, a small fraction of the events, around 1 %, is
excluded from the analysis as no vertex could be reconstructed in these events. The
total number of events used for the normalization (NNorm, evt) has to account for
the number of events without a vertex (Nno vtx). This is done by assuming that the
fraction of events within |zvtx| > 10 cm in events without a reconstructable vertex is
the same as in events where the vertex can be reconstructed:

Nevt = N|zvtx|<10 cm +
N|zvtx|<10 cm

N|zvtx|<10 cm + N|zvtx|>10 cm
Nno vtx (3.2)

The remaining number of available events for the analysis after this event selection
is listed in table 3.1 for the different datasets and reconstruction methods. Table 3.1
furthermore lists the corresponding integrated luminosity L = Nevt./σMB which was
inspected. The visible MB trigger cross-section σMB was measured via van der Meer scans
[Mee68] in both collision systems [Abe+14a; Ach+18a].

High-energy physics analyses rely on Monte-Carlo (MC) simulations, mimicking the
production of particles and the detector response, to correct the raw spectra extracted in
data for efficiency and acceptance losses. These effects are quantified by the ratio of ω

mesons generated in the MC to the number of ω mesons that are reconstructed in the MC.
Already in the step of the event selection, it has to be ensured that ω mesons, produced
in collisions not triggered by the MB trigger, are included in the number of generated ω

mesons. This way, the very high, but not perfect, trigger efficiency of the V0AND trigger
is being accounted for. To quantify these effects coming from both the detector response
but also the analysis procedure, the analysis steps presented in the following sections are
applied analogously to the recorded data and the MC simulated data so that the spectra
can be corrected as described in section 6.1.
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System Dataset Method Nevt (×106) Lint (nb−1)

pp

PCM 83 1.63

Data LHC15n PCM-EMCal 83 1.63

EMCal 83 1.63

PCM 861 16.93

Data LHC17pq PCM-EMCal 787 15.47

EMCal 787 15.47

PYTHIA:
LHC17e2

LHC18j3

PCM 86 -

MC PCM-EMCal 84 -

EMCal 87 -

PYTHIA:
LHC17l3b
LHC18j2

PCM 844 -

MC PCM-EMCal 707 -

EMCal 768 -

p–Pb

PCM 568 0.27

Data LHC16qt PCM-EMCal 500 0.24

EMCal 500 0.24

DPMJET:
LHC18f3

PCM 573 -

MC PCM-EMCal 509 -

EMCal 524 -

Table 3.1: Compilation of the datasets and MC simulations used in this analysis as well as the
respective number Nevt of analyzed events following the definition in equation 3.2

The ALICE collaboration centrally simulated MC datasets with similar numbers of events
for each of the analyzed datasets using the MC event generators introduced in section 1.4.
For the simulation of pp collisions, the PYTHIA 8.2 MC event generator was used with the
Monash 2013 tune for the production of the periods LHC17e2/18j3 anchored to LHC15n
and the periods LHC17l3b/18j2, which are anchored to LHC17pq. The p–Pb collisions
were simulated with the DPMJET MC event generator, leading to the production LHC18f3.
The events generated by PYTHIA and DPMJET are coupled with the GEANT 3 [Bru+87]
software package, which simulates the interactions of the particles with the detector.

To reduce systematic uncertainties on the nuclear modification factor, the analysis steps
presented in the following sections are performed coherently for the pp and the p–Pb

data, including all presented selection criteria. This is possible, as many observables
used for these selections are approximately independent of the collision system. In the
following, distributions of these observables are shown as found in p–Pb collisions; the
corresponding distributions in pp collisions are listed in section A.3 of the appendix.



4
P I O N R E C O N S T R U C T I O N

As the ω meson is an unstable particle with a lifetime of τ =7.7 × 10−23 s [Pdg22], it
decays within the collision vertex, and therefore, its production can only be measured by
reconstructing it from its decay products. The large branching ratio of the ω meson into
three pions (B(ω → π+π−π0) = 89.2 % [Pdg22]) motivates its reconstruction via these
three pions. Before the ω mesons can be reconstructed, as described in chapter 5, the
momenta and energy of the three decay pions have to be measured.

This chapter explains the reconstruction of these decay pions with the first section
4.1 describing the direct measurement and identification of the charged pions. Neutral
pions, on the other hand, are unstable and almost instantly decay into two photons with
a branching ratio of B(π0 → γγ) = 98.8 % [Pdg22]. This necessitates the measurement
of the two decay photons as described in section 4.2. These decay photons are then
combined to form π0 candidates (section 4.3) before they are combined with the charged
pions to form ω candidates in chapter 5.

4.1 charged pion reconstruction

Momenta of charged particles, like the π±, can be measured from their curved tracks
in the TPC and the ITS. The track selection is based on the global constrained hybrid track
sample, as defined in [Tra]. These tracks were furthermore required to have a transverse
momentum of at least pT >100 MeV, contain at least one hit in the SPD, and involve
at least 80 clusters within the TPC, to ensure a good track quality. To select charged
particles coming from the primary collision and not weak decays, the maximum Distance
of Closest Approach (DCA) to the collision vertex of the tracks was set to 3.2 cm in the
transverse x and y direction, and 2.4 cm in the z direction. These relatively large margins
were chosen to optimize the efficiency of the analysis by including all pions that come
from within the vertex within the finite vertex resolution of ALICE. Following these track
requirements, compiled in table 4.1, signals from the TPC and TOF detector were used for
the identification of pions within the tracks.

The energy loss per unit length of charged particles within the TPC volume is character-
istic for each particle species and can be used for PID. Figure 4.1a shows the distribution
of momentum-dependent energy loss of all charged particles in the p–Pb dataset. Accu-
mulations along bands corresponding to the different particle species are observed. These
bands are parameterized with splines (combinations of polynomials) based on the Bethe
Bloch equation for a particle’s energy loss within a medium, as shown with labeled lines
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Quantity Setting

ITS clusters ≥ 1 hit in SPD

TPC clusters min 80 clusters

pT pT > 100 MeV

DCA DCAxy < 3.2 cm & DCAz < 2.4 cm

TPC PID nσπ < 3

TOF (when available) nσπ < 5 or nσK/p > 3

Table 4.1: Selection criteria applied to the ITS-TPC tracks to select charged pions

in figure 4.1a. The identification of pions is then performed based on the deviation of
the measured energy loss to the expected energy loss in terms of the detector resolution
σ(⟨dE/dx⟩):

nσπ =
⟨dE/dx⟩measured − ⟨dE/dx⟩π−spline

σ(⟨dE/dx⟩) . (4.1)

Using the energy loss in the TPC, charged tracks within three σ of the pion spline were
selected as candidates for ω decay pions.

While this selection has high discriminatory power in the low transverse momentum
region around p ≈ 400 MeV/c, the kaon and proton splines cross the pion spline at
p ≈ 1 GeV/c and p ≈ 1.5 GeV/c respectively, as depicted in figure 4.1a.
To compensate for this reduction in discriminatory power of the TPC dE/dx, the time
signal provided by the TOF detector is utilized to improve the pion identification in this
momentum regime. Figure 4.1b shows the measured velocity β measured by the TOF and
the momentum p extracted from the corresponding track for all charged particle hits in
the TOF. Similar to the TPC PID via the particle’s energy loss, the momentum-dependent
velocity shows bands according to the mass of the different particle species. The relation
between momentum p and velocity β is connected via a particle’s invariant mass minv, as
described by the following equation.

p = mv =
minv√
1 − β2

βc ⇒ β =

(
minvc

p
+ 1
)−1/2

(4.2)

These calculated velocities for different particle species, depicted in figure 4.1b as black
lines, show good agreement with the measured accumulations. While similar to the TPC

dE/dx, the pion band merges with the kaon and the proton band at higher momentum,
however, at slightly higher momentum than for the dE/dx at p ≈ 2 GeV/c for the kaons
and p ≈ 3.5 GeV/c for the protons. As this corresponds to twice the momentum, at which
the bands in the TPC dE/dx merged, the TOF is expected to improve the pion PID in this
momentum region of 1 GeV/c< p < 3 GeV/c.
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Figure 4.1: Energy loss and velocity measured by the TPC and TOF for all charged particles in the
p–Pb dataset (analogous in pp). Labeled lines represent calculated expectation values
for different particle species used for the PID.

Besides the expected calculated and labeled lines, unexpected shapes can be observed
at velocities larger than the speed of light (β > 1), which are attributed to mismatches
and pile-up of pion tracks, as derived in section A.2 of the appendix. Apart from these
accumulations, a significant continuous background of measured velocities is found
not being described by 4.2 for the mass of any known particle. These TOF signals are
therefore assumed to come from mismatches between ITS-TPC tracks and the TOF cluster.
As pions are the most abundant charged particles produced in high-energy collisions,
these mismatches contain a significant fraction of pions. They should, therefore, not be
excluded in the reconstruction of ω mesons. To retain this background of mismatched
particles, the TOF is used to reject tracks likely to come from a kaon or proton. Also, since
the TOF timing information is only available for around one third of all reconstructed
tracks, this rejection only serves as a veto when a TOF time is available. Studies of
different selection criteria show that the optimal balance between purity improvement
and efficiency retainment is achieved when discarding tracks within three sigma of either
the kaon or the proton band while being farther than five sigma from the pion band. In
other words, a charged particle is identified as a pion if it is either within five sigma of
the pion band or more than three sigma from the kaon and proton band.

The quality of the applied selection criteria can be judged by calculating the purity
P and efficiency ε of reconstructed pions when applying the criteria to MC simulated
data, as shown in figure 4.2. The purity quantifies how pure the sample of reconstructed
pions is via the ratio of pions that were reconstructed and validated by the MC to be a
true π±, to all reconstructed pions. The efficiency quantifies how many true pions are
lost in the reconstruction process and is defined as the ratio of validated, reconstructed
pions to the total number of pions generated in the MC. The efficiency increases at low
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Figure 4.2: Efficiency and purity of the reconstructed charged pions in p–Pb collisions

momentum up to around 80 %, where it saturates and is only decreased by around 1 %
by the TOF rejection for 1 GeV/c ≲ p ≲ 4 GeV/c. On the other hand, an overall decrease
of the purity is observed with increasing momentum as the bands of more and more
particles in both the TPC dE/dx and the TOF velocity merge with the band of the pions,
therefore impeding effective identification in this momentum region. Figure 4.2 shows
how the use of the TOF reduces the contamination by kaons and protons that cause the
dip in the purity around p ≈ 2GeV/c and increase the purity by approximately 15 %.

Compared to previous ω analyses [Lü23; Ach+20], this approach of rejecting tracks
that are flagged by the TOF to likely stem from protons or kaons significantly increases
the charged pion purity in the intermediate momentum region, thereby benefiting the ω

reconstruction based on these pions.

4.2 photon reconstruction

As the neutral decay pions themselves decay within a few nanometers [Pdg22], they have
to be reconstructed (see section 4.3) from their decay photons. The ALICE experiment
offers two main ways of reconstructing these photons. Photons that traverse the inner
barrel of the experiment and reach the calorimeters, like the EMCal, which is utilized in
this analysis, are reconstructed in these calorimeters based on their deposited energy.
With a probability of around 8.5 %, photons will, however, convert into a dielectron
pair before reaching the calorimeters [Abe+14c]. Using the so-called Photon Conversion
Method (PCM), these electrons and positrons are identified from their ITS-TPC tracks and
then combined to reconstruct the initial photon.
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Quantity Setting

Number of cells Ncell ≥ 1

Timing -20 ns< tcls. < 25 ns

Energy Ecls. > 0.7 GeV

Exotic clusters Energy fraction F+ < 97 %

Shape 0.1< σ2
long < 0.7

Track matching |∆η| < 0.010 + (pT +4.07)−2.5

|∆ϕ| < 0.015 + (pT +3.65)−2, E/p < 1.75 c

Table 4.2: Selection criteria used in this analysis for the selection of cluster photons

4.2.1 Photon Measurement with the EMCal

Photons and electrons reaching the EMCal produce electromagnetic showers in the detector,
which can lead to their energy being deposited in multiple adjacent cells. A so-called
clusterizer algorithm recombines these individual cells into clusters, as outlined in section
2.2.5. These clusters are then filtered based on the selection criteria listed in table 4.2.
These selections are based mainly on recommendations from the performance report of
the EMCal [Alia] and will be briefly reasoned in the following.

While some previous analyses required each cluster to contain at least two cells to
reduce the impact of electronic noise [Ach+20; Str21], this is not required in this analysis,
as it was since found that this can distort the reconstruction efficiencies, due to inaccurate
descriptions in the MC simulations, introducing deviations of the final spectra at low pT

of up to 15 % [Alia].
A timing requirement restricts the signal time to be between 20 ns before and 25 ns after

the time given by the T0 detector to reduce the influence of clusters from neighboring
bunch-crossings.

Furthermore, several cluster observables are used to identify clusters likely to come
from MIPs, neutrons, electrons, or other charged particles to exclude these clusters and
thereby increase the fraction of clusters caused by a photon. To reduce, for example, the
number of clusters from Minimum-Ionizing Particles (MIPs), which typically have an
energy below EMIP ≲ 300 MeV [Abe+14c], clusters are required to have a total energy of
Ecls. > 700 MeV. Another source of unwanted background signals comes from so-called
exotic clusters. These clusters are suspected to be caused by slow neutrons hitting the
cell’s photo diode and are therefore characterized by one cell containing much more
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energy than its neighboring cells. To identify these exotic clusters, an exoticism parameter
F+ is introduced for each cluster as:

F+ = 1 − E+/Emax
cell , (4.3)

where Emax
cell is the energy of the cell with the highest energy and E+ is the total energy

of the four adjoining cells, sharing an edge with the maximum energy cell [Alia]. An
electromagnetic shower caused by a photon extends to the adjoining cells, thereby
reducing the exoticity parameter. Slow neutrons hitting one of the photo diodes on the
other hand cause a very large exoticity. Clusters are classified as exotic and therefore
discarded from the π0 reconstruction when one of its cells has an exoticity of more than
97 % [Alia].

The curvature of electron trajectories induced by the magnetic field can be used to
discriminate their clusters based on the cluster’s shape. For this purpose, the parameter
σ2

long is defined, roughly corresponding to the long axis, when parameterizing the shower
as an ellipse [Alia]. As photons are unaffected by the magnetic field, their clusters are
expected to be more circular, corresponding to a smaller σ2

long. At the same time, electron
tracks are curved and reach the EMCal at an angle, producing elongated shower ellipses.
Furthermore, elongated shower ellipses are often also caused by merging clusters of two
incident particles reaching the EMCal close to one another, e.g. decay photons from a high
pT π0. Figure 4.3a shows the distribution of the shower parameter σ2

long for all clusters
of the p–Pb dataset, as well as vertical lines representing the limits of 0.1< σ2

long < 0.7.
The maximum is chosen based on simulation studies [Alia], suggesting that the peak
around σ2

long ≈ 0.6 contains a larger fraction of photons than the plateau on the right,
where the fraction of electrons and high-pT π0’s becomes more significant. Dotted vertical
lines represent alternative settings for the maximum, either excluding the peak to the
left or including the plateau to the right, which were used to estimate the systematic
uncertainties (see 6.3).

A final exclusion of clusters not produced from photon showers is done by considering
the distance between the shower and the closest track. The distance between EMCal

clusters and their closest track in η and ϕ direction is shown in figure 4.3b. Besides a
sizeable blue area corresponding to tracks unrelated to the respective cluster, a peak
around ∆η = ∆ϕ = 0 can be found corresponding to showers predominantly caused by
charged particles. Since the resolution of this matching increases with rising momentum,
the criterion for removing clusters with a nearby track is defined pT dependent, as
given in table 4.2. As described so far, this approach is susceptible to mismatching low
momentum tracks to high-energetic photon clusters, thereby accidentally excluding these
valid photons. Therefore, the clusters are only rejected based on matched tracks if the
energy of the cluster is not too much higher than the momentum of the corresponding
track: Ecls/ptrack < 1.75 c [Alia].
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Figure 4.3: The shower shape of EMCal clusters is used to discriminate photons and electron/π0

clusters (left). The distance of EMCal clusters from the nearest tracks is used to discard
clusters from charged particles (right).

4.2.2 The Photon Conversion Method (PCM)

The Photon Conversion Method (PCM) reconstructs the 8.5 % of photons, that convert
into e+e− pairs in the material of the ITS and TPC [Abe+14c]. Because of momentum and
energy conservation, these conversions are only possible close to a nucleus, which can
absorb some of the momentum in the reaction. Therefore, the dielectron pairs from these
conversions always come from a displaced secondary vertex in the detector material.
These secondary vertices are reconstructed from electron-positron tracks using a so-called
online V0 finding algorithm. The constructed photon candidates are then filtered based
on the selection criteria compiled in table 4.3. These are primarily inspired by previous
PCM analyses [Lü23; Koe22] and will be briefly explained in the following.

Photon candidates are required to have converted within 5 cm < Rconv. < 180 cm,
where the lower limit is to prevent electrons and positrons from π0 and η Dalitz decays
to enter the reconstruction, and the upper limit of 180 cm is chosen to ensure good
resolution of the e+e− tracks in the TPC. Good track quality is furthermore imposed by
requiring a minimum pT ≥ 40 MeV/c and for the track to contain a minimum of 60 %
of the theoretically findable TPC clusters. In contrast to the charged pion tracks, where a
fixed number of TPC clusters is required, the electron tracks requirement is given relative
to a calculated maximum value of clusters that the electron could have created. This is
done to account for the variable length of the electron track, depending on where the
conversion took place. The dE/dx measurement in the TPC is used to enhance the purity
of electrons within this sample of charged tracks. First, only tracks are kept, that have an
energy loss close to the calculated electron specific energy loss (−3 < nσe < 4). In the
next step, tracks with an energy loss within one sigma of the expected value for pions are



36 pion reconstruction

Quantity Setting

Conversion Radius 5 cm < Rconv. < 180 cm

Track pT pT > 40 MeV

TPC clusters Ncls./Nfindable cls. > 60 %

Electron PID −3 < nσe < 4

Pion rejection nσπ > 1 for p > 0.4 GeV/c

qT qT < 0.05 GeV and qT < 0.125 pT

|ψpair|, χ2 |ψpair| < 0.055 · exp
(
0.3 · χ2), χ2/ndf< 55

Pointing angle cos(θ) > 0.85

Table 4.3: Selection criteria used in this analysis for selecting conversion photons

rejected if they have a momentum p > 0.4 GeV/c. This exception for tracks with very low
momenta can be understood by looking at figure 4.1a, where the measured electron band
crosses the calculated pion band at very low momenta.

While the previously mentioned cuts focused on the quality of the electron tracks, the
following three cuts ensure a good quality of the conversion photon. For this purpose, a
new variable qT is introduced, which describes the momentum a daughter particle has,
orthogonal to the momentum of its mother and is defined as follows:

qT = pdaughter · sin θ(mother-daughter). (4.4)

Here, θ(mother-daughter) described the angle between the momentum vector of the
mother particle (photon) and its daughter particle (electron). As the converting photons
do not have mass, any electron momentum transverse to the photon’s momentum vector
must be small and stem from the nucleus of the detector, which enables the conversion,
motivating an upper limit for qT in the selection of conversion photons. A further, more
sophisticated combined criterion based on the reduced χ2 from the fit of the e+e− pair
and the angle between the conversion pair plane and the magnetic field |ψpair| reduces
the background of combinatorial e+e− pairs [Boc17]. Unlike the photon measurement
using the EMCal, the PCM method allows for the calculation of the momentum orientation
of the photon. From this orientation, the angular deviation θ to the direct path from the
primary to the secondary vertex can be calculated. This deviation is expected to be zero
for real conversion photons, motivating the final selection criterion of cos(θ) > 0.85.

Neutral meson analyses performed before 2023 list the material budget as one of their
leading systematic uncertainties. However, the analysis presented in this thesis is one of
the first to use a recently developed, data-driven correction. By weighting conversions
in the MC at different distances in the radial direction according to so-called Material
Budget Weights (MBWs), the PCM material uncertainty has been halved to 2.5 % [Ach+23].
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4.3 neutral pion reconstruction

Before ω mesons can be reconstructed from their three pion decay (see chapter 5), the
intermediate neutral decay pion is reconstructed from its two pion decay with a branching
ratio of B(π0 → γγ) = 98.8 % [Pdg22]. Given the energies Ei of these two decay photons
and the angle θγγ between them, the invariant mass Mγγ of their mother particle can be
calculated as follows:

Mγγ =
√

2E1E2(1 − cos θγγ). (4.5)

When analyzing the photons produced in high-energy particle collisions, it is not known
which photons came from a decay, let alone which pairs stem from the same mother
particle. This is solved by a statistical approach, in which the invariant masses of all
photon pairs within a given event are calculated according to equation 4.5. While these
π0 candidates contain many combinations that do not correspond to any real-world
mother particle, this background is expected to be continuous, compared to an excess
around masses of possible mother particles, where these correct combinations add to the
combinatoric background.

From the two different photon reconstruction methods PCM and EMCal discussed in
the previous sections, there are three combinations of photon sources, with which π0

candidates can be formed:

• The PCM method reconstructs π0’s from two photons that have been reconstructed
using PCM.

• The PCM-EMCal method is a hybrid method using one photon reconstructed by PCM

and another one measured in the EMCal

• The EMCal method reconstructs the π0’s from pairs of photons that are both mea-
sured in the EMCal

Figure 4.4 shows the number of π0 candidates as a function of their invariant mass
and their transverse momentum for each of the abovementioned methods. For all three
methods, a background of combinatoric photon pairs is observed, not belonging to the
same mother particle. Above this background, there is an excess around the invariant
mass of the neutral pion: Mπ0 ≈ 135 MeV/c2 [Pdg22].

To reduce the background of combinatoric photon pairs, π0 candidates with an in-
variant mass far from the expected π0 value are removed and not considered for the
subsequent reconstruction of ω mesons. As detector-calibration effects have been shown
to affect both the position and the width of the measured π0 mass [Koe22], the mass
selection windows are based on the width and mass of the π0 as measured with the
respective method. For this purpose, the pT dependent width and mass of the π0, mea-
sured for the three reconstruction methods at

√
s = 13 TeV [Koe22], was parameterized

using polynomials. While the reconstructed π0 mass has been calibrated on the detector
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Figure 4.4: Invariant mass distributions of all photon pairs in each event of the p–Pb dataset as a
function of transverse momentum for the three different reconstruction methods. For
the subsequent ω meson reconstruction, only pion candidates in the pT dependent
mass range between the red, dotted lines were selected.
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level to be similar between the three methods, the width differs severely, as it is largely
influenced by the resolution of the involved detectors. This can also be observed in the
distributions presented in figure 4.4, where the π0 excess has a much smaller width
when reconstructed with PCM than with the EMCal, thanks to the remarkable momentum
resolution of the TPC, especially at low pT (see 2.3a).

The different advantages and disadvantages of the three methods motivate slightly
different strictness on the mass selection criterion to account for these differences.

While PCM, for example, benefits from its good energy resolution, its reconstruction
requires both photons to convert, which only happens for 8.52 % = 0.7 % of the neu-
tral pions [Abe+14c]. To compensate for this reduced number of π0’s, the mass of the
pions is only required to be within 3σπ0 of the expected value to prevent a further
efficiency reduction: |Mγγ − Mπ0 | < 3σπ0 , where M0

π and σπ0 represent the pT depen-
dent parametrizations of the measured width and mass of the neutral pion, and Mγγ

the mass of the π0 candidate in question. For the EMCal, on the other hand, the small
signal-to-background ratio caused by the lower energy resolution is the primary concern.
Therefore, a tighter mass requirement of |Mγγ − Mπ0 | < 2σπ0 is applied to select a mass
region with a higher signal-to-background ratio.

When combining one photon reconstructed with PCM, with one from the EMCal to
one π0 (PCM-EMCal), the mass requirement was selected to be between the individual
methods to balance efficiency and of the signal-to-background ratio: Mγγ − Mπ0 < 2.5σπ0 .

As a final step in preparing pions for the subsequent ω reconstruction, it is insightful to
understand how the transverse momentum of reconstructed ω mesons is distributed in its
decay into the three pions. One could naively assume that the ω mesons symmetric decay
into three pions means that the transverse momentum of the three reconstructed pions
forming one true ω meson is on average the same, with each pion on average contributing
one third to the total transverse momentum of the ω. However, the reconstruction effi-
ciency of the different pions results in an uneven distribution of the transverse momenta
among the pions. Figure 4.5 shows what fraction of the omegas transverse momentum
pω

T the neutral pion holds on average ⟨pπ
T ⟩ for the different methods, as a function of the

ω mesons transverse momentum. This depiction shows that even for reconstructed ω

mesons with large transverse momentum, the neutral pion, on average, carries around
half of the momentum of the ω, instead of the naive assumption of ⟨pπ

T ⟩/pω
T ∼ 1/3.

This large momentum fraction that the π0 carries is explained by the increase of
its reconstruction efficiency with larger pT [Koe22], while the reconstruction efficiency
of the charged pions saturates around pT ≈ 1 GeV/c. This increases the likelihood of
reconstruction for ω mesons that decay into a π0 with large transverse momentum.
Furthermore, it is found that at low pT, this bias towards the reconstruction of ω mesons
with high-pT decay π0’s increases, caused by the minimum energy requirements for
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Figure 4.5: Fraction of the ω mesons transverse momentum, that its decay π0 carries on average.
Extracted from the properties of the generated ω mesons and their decay pions in the
p–Pb MC simulation.

the decay photons, especially involving the EMCal. Understanding how the transverse
momentum of reconstructed ω mesons is correlated to the transverse momenta of its
decay pions is crucial in studying the limitations and possible improvements of the
presented analysis.



5
O M E G A M E S O N R E C O N S T R U C T I O N

This chapter is dedicated to how ω meson candidates are reconstructed from the charged
and neutral pions of the previous sections. The reconstruction points out the primary
concern in this analysis being the relatively small signal smeared by the detector resolu-
tion, in contrast to the large combinatoric background. A novel method of enhancing the
limited mass resolution is therefore explained in section 5.1, followed by a detailed study
of the background contributions and possible approaches to reducing it in section 5.2.
The final section 5.3 then covers how a raw yield of ω mesons is extracted from the ω

candidates.
Similar to the reconstruction of neutral pions presented in section 4.3, ω mesons are

extracted using a statistical approach from all π+ π− π0 combinations within each event.
From the four-momenta of the measured charged and reconstructed neutral pions, the
mass and transverse momentum of these π+ π− π0 combinations are reconstructed. The
resulting two-dimensional Mπ+π−π0-pT distributions are then projected in pT intervals,
leading to invariant-mass distributions like the one shown in blue in figure 5.1. A small
excess of these ω meson candidates is observed above the large combinatoric background
around Mω ≈ 782 MeV/c2 [Pdg22]. As will be explained in detail in section 5.3, the
background, described by a third-order polynomial, is subtracted, revealing the raw
signal of ω mesons. For better visibility, the data points representing this signal in figure
5.1 are scaled by a factor of five. By parameterizing this signal with a Gaussian, the width
(FWHM) of the signal can be extracted, which in the case of the example bin shown in
figure 5.1 is found to be Γω ≈ 48 MeV/c2. This measured width is much larger than
the natural decay width of the ω meson of Γω = 8.49 MeV/c2 [Pdg22]. This observed
broadening of the ω signal can be traced back to the finite resolution of the detectors
involved in the reconstruction. The following section introduces a new mass-resolution
correction that was developed to reduce the impact of the limited detector resolution.

5.1 mass resolution correction

To investigate possible corrections for the observed smearing, it has to be traced back
from where it predominantly originates. This is done by considering the concrete example
distribution for the transverse momentum range of 5 < pT (GeV/c) < 6 shown in figure 5.1.
As shown in figure 4.5, neutral pions coming from a decay of ω mesons at these transverse
momenta carry on average around 60 % of the ω mesons transverse momentum. This
transverse momentum is then split between the two photons, leaving each with around

41
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Figure 5.1: Example invariant-mass distribution of ω meson candidates with photons recon-
structed with the EMCal. While the blue distribution corresponds to uncorrected
candidates, the green and red distribution have been corrected as described in section
5.1.

⟨pγ
T⟩ ≈ 1.5 GeV/c. The charged pions each have, on average, a transverse momentum

around ⟨pπ±
T ⟩ ≈ 1 GeV/c. When referring to the resolution of the ITS-TPC tracking and

that of the EMCal shown in figure 2.3, it can be estimated that the charged decay pions
are measured with a resolution of around 1 %, while the energy of the two photons is
resolved with a precision of around 8 %. While the mentioned numbers are all specific to
the example reconstruction method and pT range presented in figure 5.1, the conclusion
holds true for all methods and pT intervals that the smearing of the ω meson signal is
mainly caused by the resolution of the π0 reconstruction.

The smearing by the EMCal can, however, be reduced by utilizing the known mass of
the π0 in the decay chain ω →π+ π− π0 →π+ π0 γγ. As the lifetime of neutral pions is
106 times larger than that of the ω mesons [Pdg22], the π0’s decay width is one million
times smaller and therefore negligible. Preceding analyses with similar decay channels
developed a few different methods to exploit the known π0 mass, such as adjusting the
momentum or the energy [Hem21] of the π0 to align its reconstructed mass with the
literary value. The established method for ω measurements by ALICE, as used in the pp
analyses at

√
s = 7 TeV [Ach+20] and

√
s = 13 TeV [Lü23] is the subtraction of the

measurement error ∆Mπ0 of the π0 mass from the mass MPDG
π0 published by the Particle

Data Group (PDG) [Pdg22], from the reconstructed ω mass Mrec
ω .

Mω = Mrec
ω −

(
Mrec

π0 − MPDG
π0

)
︸ ︷︷ ︸

∆M
π0

(5.1)
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The underlying idea behind this correction is that an energy smearing increasing the
π0 mass by ∆Mπ0 propagates to an equally increased ω mass ∆Mω. Going back to the
example shown in figure 5.1, the effect of applying the correction described by equation
5.1 to all ω meson candidates (π+ π− π0-pairs) is depicted by the green invariant-mass
distribution. Especially when looking at the signal after the background subtraction, a
much sharper peak appears than for the uncorrected distribution in blue. While equation
5.1 offers an effective correction to mitigate the smearing of the ω signal, this approach
falsely treats invariant masses as additive quantities by subtracting the measurement
error for a daughter particle from the mass of its mother particle.

As this established method can, therefore, not be an exact solution and it is furthermore
neither motivated by any data nor MC input, a new method was developed for this
analysis, building upon the established approach, in an effort further to reduce the
smearing of the ω signal. Similar to the established method described by equation 5.1, this
new lambda-correction also consists of a small shift ∆Mω to the mass of each reconstructed
ω meson. The new lambda-correction, however, does not assume that a measurement
error of the π0 mass directly propagates into a measurement error of equal strength in
the mass of the ω, but instead, a new MC driven parameter λ is introduced to quantify
this correlation. This λ parameter quantifies the correlation between the deviation of
the reconstructed to the true ω mass ∆Mω and the deviation of the reconstructed π0

mass to the literary value ∆Mπ0 . It is extracted from MC simulations by compiling the
relation between ∆Mω and ∆Mπ0 for all reconstructed and by the MC validated ω mesons.
This correlation for a combined pp and p–Pb dataset is shown in figure 5.2 for the three
different photon reconstruction methods. Furthermore, the correlations are extracted
individually for different π0 opening angles θγγ, as explained in a later paragraph.

The horizontal axis in figure 5.2 depicts the difference between the invariant mass of
reconstructed neutral pions to their literary value of MPDG

π0 = 134.98 MeV/c2 [Pdg22].
The vertical axis, on the other hand, shows the difference between the reconstructed
and the true mass of the ω meson that decayed into the respective π0. A diagonal
dotted line corresponds to the method described by equation 5.1, which assumes ∆Mω =

∆Mπ0 . As this assumption does not describe the observed correlation, another linear
parameterization is used to quantify the averaged correlation. This linear parameterization
of the correlation is shown in figure 5.2 as red lines. The gradient of this parameterization
is called λ and describes the averaged ratio of the measurement error of the ω mass to
that of its corresponding π0, as shown in equation 5.2.

λ = ⟨ ∆Mω

∆Mπ0
⟩ = ⟨ Mrec

ω − Mtrue
ω

Mrec
π0 − MPDG

π0

⟩ (5.2)

Suppose the dimensionless λ factor is, for example, λ ≈ 2 as for the EMCal in figure 5.2f.
In that case, the error of the reconstructed ω mass is, on average, twice as large as the
discrepancy between the measured π0 mass and the literary value.
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(c) PCM-EMCal at small opening angles
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(e) EMCal at small opening angles
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(f) EMCal at large opening angles

Figure 5.2: A selection of histograms showing the deviation of the reconstructed π0 and ω mass
for true ω mesons and their respective decay π0. From top to bottom, the three different
reconstruction methods are shown with an example bin at small opening angles θγγ

on the left and larger π0 opening angles on the right. The gradient of the linear fit
function, shown in red, is extracted for each method and θγγ-interval and compiled in
figure 5.3a.
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Figure 5.3: Opening angle dependent λ parameter extracted from the pp and p–Pb MC simulations
for the three photon reconstruction methods

As can be seen in figure 5.2, the correlation between the error of the reconstructed ω

and π0 masses is not the same when looking at different π0 opening angles θγγ. This
opening angle dependence is accounted for by extracting λ in different θγγ intervals
in an effort to enhance the correlation, as a more direct correlation between the two
mass measurement errors allows for a more effective correction. Smaller studies were
also performed in which the correlation was extracted differential in other parameters,
such as the transverse momentum of the π0 or the ω. However, the correlation and,
therefore, the correction’s usefulness were very similar. The resulting λ(θγγ) distribution
is shown in figure 5.3a, in which each data point corresponds to the gradient of the linear
parameterization to a distribution, such as the ones shown in figure 5.2. The intuitive
reason for this opening angle dependence is understood to come from the fact that the
limited energy resolution of the TPC and EMCal not only smear the energy of the π0 and
therefore the ω, but since the two decay photons are smeared independently, the spacial
resolution is also impacted. If, for example, only one of the decay photons’ energy is
smeared to a higher energy, then the reconstructed π0 momentum vector will be shifted
towards that photon. As the invariant mass of the ω meson is calculated from the sum of
the four-momenta of the three decay pions, such a rotation of the π0 directly influences
the reconstructed mass. While this shift is limited for small π0 opening angles θγγ, this
effect becomes more critical for larger opening angles. Comparing again to the established
method, that would correspond to the black dotted line at λ = 1 in figure 5.2 and thereby
underestimates this correlation factor for all reconstruction methods.

The correlation parameter λ has to be individually determined for the different photon
methods since the energy and space resolutions differ drastically. However, λ has been
found to be universal between different collision systems, which is expected since it
stems from decay dynamics and detector effects, both of which are independent of the
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(b) Signal to background ratios and their ratios
to the established method

Figure 5.4: Width (left) and signal to background ratio (right) of the ω signal extracted with EMCal

in p–Pb. Blue markers show them without any correction, the green ones show the
currently established correction, and the red ones show the new λ correction.

collision system. This can be observed in figure 5.3b, where the λ parameter has been
extracted in pp and p–Pb collisions individually. The ratio of λ parameters in the two
collision systems shows no significant deviation from unity for any photon reconstruction
methods. To decrease fluctuations in the λ extraction, the correlations in pp and p–Pb were
therefore combined for the extraction of the λ(θγγ) parameters shown in figure 5.3a. The
extracted correlations λ(θγγ) are parameterized by a third-order polynomial to provide a
continuous correlation parameter for use in the reconstruction.
In order to apply this correction in the ω meson reconstruction, equation 5.2 can be
rearranged to calculate Mtrue

ω , which is used as the reconstructed ω mass in data Mω:

Mω = Mrec
ω − λ(θγγ)×

(
Mrec

π0 − MPDG
π0

)
. (5.3)

The presented lambda-correction is applied for the reconstruction of ω mesons in this
analysis by correcting the mass of every ω using equation 5.3, taking the third-order
polynomial shown in 5.3a as input.

The distribution shown with red markers in figure 5.1, and especially the signal after
background subtraction, show how this new correction produces a sharper ω peak than
the old, established method in blue, which already had a much smaller width than the
uncorrected signal in green. The effects of this new correction are furthermore displayed
in figure 5.4, with a decrease of the width accompanied by an increase of the signal-to-
background ratio in almost every pT-interval.
When using such a MC-driven correction for the reconstruction in data and MC, effects
of a possible MC-bias have to be carefully monitored. This possible bias is accounted for
in the systematic uncertainties by using the old resolution correction as a variation, as
described in section 6.3.
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An exact analytic solution to revert the smearing is believed to be impossible since
the two free parameters (∆E1

γ, ∆E2
γ) cannot be determined using only one known input

(MPDG
π0 ). The presented λ correction (equation 5.3) provides a new, MC-driven approach

that is able to mitigate the effects of limited detector resolution. The use of this correction
is, however, not limited to this analysis or even ω analyses. As such, the presented
correction is already applied to an η′ analysis in ALICE [Gli].

5.2 background studies

Compared to the reconstruction of other neutral mesons like the π0 or η [Koe22], the
signal extraction of the ω meson suffers from a much smaller signal-to-background ratio.
This not only reduces the pT reach of the analysis but also increases both the statistical and
the systematic uncertainties. Therefore, understanding the background in the invariant
mass distribution is an important aspect of ω meson analyses.

5.2.1 Background Contributions

A breakdown of the contributions to the ω meson background given by MC is shown in
figure 5.5a for the example of the EMCal method in p–Pb at relatively low pT, where the
signal to background ratio is the smallest. The background contributions for other pT

intervals, reconstruction methods, and collision systems can be found in the appendix in
figures A.13, A.14 and A.15. The distribution of all ω candidates in figure 5.5 displays
small peaks at the η and the ω mass on top of a very large background. All the other
(colored) contributions summed together yield the black invariant mass distribution. Two
background contributions are much more significant than the others: One is shown in
yellow and corresponds to ω candidates reconstructed from a photon pair that does not
come from a true π0. As the π0 identification is only based on the invariant mass of the
pair, many wrong combinatoric photon pairs enter the ω reconstruction. One option for
reducing the contribution of π0 contamination is to apply stricter mass cuts on the photon
pairs. However, this not only reduces the efficiency but also increases the dependence on
a good description of the distributions by the MC and is therefore not further pursued.
The other dominant background source is depicted in pink and describes ω candidates
whose reconstructed pions have been correctly identified but have three different mother
particles. This means they are completely uncorrelated, and reducing this type of back-
ground is very challenging. It could mainly be accomplished by removing pions identified
as coming from a particle other than an ω. Such a prefilter was investigated and will
be discussed in the following paragraph. The next largest background contribution is
already much smaller and describes ω meson candidates, for which all pions were cor-
rectly identified, and two pions come from the same mother, but not an ω. This can either
mean that the two charged pions came from the same mother (e.g. from a K0

s ) or one
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Figure 5.5: Breakdown of the contributions to the invariant-mass distributions of ω candidates
within 4 GeV/c < pπ+π−

T < 5 GeV/c using the EMCal in the p–Pb MC

charged pion and the neutral pion. The composition of which mother particles cause
this background contribution is shown for the example of π+π− from the same mother
in figure 5.5b. The contribution from three pions from the same mother is negligible in
the mass region above the η peak at Mπ+π−π0 > 0.6 GeV/c. The final contribution comes
from wrongly identified charged pions shown as green markers. As discussed in section
4.1, the purity of charged pions in ALICE has been optimized in this analysis by using a
combination of the TPC dE/dx and the time of flight from the TOF detector and saturates
around 80 %.

5.2.2 Feasibility of a ρ Prefilter

In order to reduce the background underneath the ω meson signal, the feasibility of a ρ

prefilter was investigated. In its simplest form, the invariant mass of all π+π− pairs would
be calculated. If this mass was close to the ρ0 mass of mPDG

ρ0 = 770 MeV/c2 [Pdg22], these

charged pions would be assumed to have originated from a ρ0 → π+π− decay and would
therefore not be considered for the reconstruction of ω mesons. The motivation behind
such a prefilter is to reduce the number of combinatorial ω candidates by removing
charged pions that do not come from ω meson decays.

The feasibility of such a prefilter can be discussed based on figure 5.6, which shows
the invariant-mass distribution of all π+π− combinations with a transverse momentum
within 4 GeV/c < pπ+π−

T < 5 GeV/c for the example of using the EMCal in the p–Pb

MC. The figures A.16, A.17 and A.18 in the appendix show the distributions for all pT

regions, reconstruction methods, and collision systems. The black distribution shows
all possible pairs from reconstructed pions; in red, only those where both pions were
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correctly identified. The subsample of π+π− pairs from the same mother is shown in
green. Around the ρ mass, a small peak is observed: the target of a possible prefilter.
π+π− pairs that come from the same ω meson are shown in cyan and can be found
at much smaller masses since the third pion (π0) of the ω decay is not included in the
mass on the horizontal axis. Using a prefilter, all charged pions would be removed that
have a partner with which they have a combined invariant mass close to the ρ mass. This
motivates the blue distribution, which depicts all π+π− pairs, of which at least one of
the pions comes from an ω. This distribution is much larger than the cyan distribution,
as there are many more wrong combinations than correct ones. When considering the
efficiency of a possible prefilter, it is important to note that if only one of the pions is
removed by the prefilter, the corresponding ω meson is not reconstructable anymore. The
purple distribution is filled once for every true ω meson with the mass of its decay pions
and any other pion if it is closest to the ρ mass. This is thereby the π+π− combination,
which is the most likely to cause the corresponding ω meson to be removed by a prefilter.
As there are so many combinatoric wrong combinations of pions, with one of them
coming from an ω (blue), most ω mesons also have a pion, which pairs close to the ρ

mass with another pion. This results in the peak around the ρ mass. When implementing
a prefilter above a given mass, e.g. Mπ+π− > 0.7 GeV/c2, the fraction of the purple
distribution above this mass would correspond to the loss in efficiency. As can be seen,
this efficiency loss would be very large (> 90 %), and therefore a prefilter was found not
to be feasible.
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5.2.3 Impact of Possible DCA Restrictions

As introduced in section 4.1, the Distance of Closest Approach (DCA) of charged particles
from the vertex is restricted to be within DCAxy < 3.2 cm and DCAz < 2.4 cm, thereby
mitigating background contributions from weak decays. In an effort to further reduce
the background from displaced decay vertices, variations of tighter DCA restrictions were
studied. The significances achieved with and without stricter DCA restrictions are shown
in the appendix in figure A.12. All studied DCA restrictions caused a reduction of the
significance of the extracted signal. This can be explained using figure 5.5b, which shows
that the only weak decays contributing to the π+ π− background of the ω meson are those
of K0

s mesons. This background contribution is, however, negligible compared to other
particle decays. This is also the case for the other pT bins, reconstruction methods, and
collision systems, as can be seen in figures A.13, A.14 and A.15. The Kaon contribution is
considered small because it is already Lorentz-boosted considerably at the considered
transverse momenta. Therefore, only a tiny fraction of them decay within the inner
barrel. Stricter DCA restrictions, therefore, do not significantly reduce the background
while reducing the efficiency by cutting into the DCA resolution. For this reason, the DCA

requirement was set to the relatively loose setting of DCAxy < 3.2 cm and DCAz < 2.4 cm.
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5.3 signal extraction

With this knowledge about the sources of the background as well as the signal smearing
and how to reduce their effects, this section discusses how the raw yield of ω mesons
is extracted from the reconstructed ω meson candidates. As explained at the beginning
of this chapter, the mass and transverse momentum of all combinations of π+π−π0

within each event is calculated, where the mass of these ω candidates is then corrected
using the mass resolution correction described by equation 5.3 from the previous section.
These two-dimensional pT - Mπ+π−π0 distributions are then projected in the following
pT intervals, which are chosen to ensure aligning interval edges with the π0 analyses at√

sNN = 5.02 TeV [SS19; Ach+18b], thereby allowing for a direct calculation of the ω/π0

ratio in a later stage of the analysis.

pedges
T (GeV/c) : 1.8 | 2.2 | 2.6 | 3.2 | 4.0 | 5.0 | 6.0 | 7.0 | 8.0 | 10.0 | 12.0 | 16.0 | 20.0

The resulting invariant-mass distributions of these ω candidates are shown in figure 5.7
for an example pT interval of each reconstruction method and both collision systems. The
subsequent extraction of the ω meson signal consists of the following steps, which are
performed on the ω candidates in every pT interval, reconstruction method, and for both
data and MC in both collision systems:

1. The background is parameterized with a third-order polynomial excluding the
signal region (Mω ± 3σω) with the masses and widths taken from table 5.1. Using
a third-order polynomial is based on extensive studies of different background
descriptions (e.g. event mixing, rotation- and like sign method) [Str21], where the
third-order polynomial was found to describe the combinatoric background best
[Lü23; Str21]. This background description is shown as a blue curve in the invariant
mass distributions in figure 5.7.

2. The polynomial describing the background is subtracted from the ω candidates,
resulting in the signal distribution shown in figure 5.7 in red. The observed compat-
ibility of the signal with zero outside of the signal region underlines the quality of
the background description by the third-order polynomial.

3. The width and mass of the ω meson are extracted from the parameters of a Gaussian
parameterization to the signal.

4. The raw number of ω mesons within a given pT interval is calculated by subtracting
the integrated background of the third-order polynomial within the signal region
(Mω±3σω) from the summed up number of ω meson candidates in the same region.
This leads to the raw yield of ω mesons shown in figure 5.9.

The previously described signal extraction is performed in two iterations. The first
of these iterations is performed to define the signal region used for the exclusion
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Figure 5.7: One example signal extraction for each photon reconstruction method in both collision
systems. A compilation of all pT bins in data and MC is shown in the appendix in
figures A.6-A.11.
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Mω (MeV/c2) σω (MeV/c2)

PCM 782.5± 0.7 7.8± 0.7

PCM-EMCal 782.8± 0.6 12.2± 0.7

EMCal 782.2± 0.5 14.0± 0.5

Table 5.1: Extracted masses and widths defining
the signal region

pT range (GeV/c)

pp p–Pb

PCM 1.8 – 10. 2.2 – 12.

PCM-EMCal 2.2 – 12. 2.6 – 16.

EMCal 2.6 – 20. 3.2 – 20.

Table 5.2: Transerve momentum covered by
the three π0 reconstruction methods

during the parametrization and the integration of the signal for the second iteration.
This first iteration uses a preliminary signal region of MPDG

ω ± 30 MeV/c2 to extract the
mass and width of the ω meson for all pT intervals, π0 reconstruction methods, and
both collision systems. Considering both the π0 and the ω analyses at

√
s = 13 TeV,

with smaller statistical fluctuations, no large pT dependence of the width or mass is
expected in the covered pT range [Koe20; Lue22]. Therefore, the extracted mass and
width in all available pT intervals and both collision systems were averaged for every
reconstruction method. The mass and width extracted via this weighted average for the
three reconstruction methods are compiled in table 5.1. These extracted properties are
then used to define the signal region for the second iteration of the signal iteration as
Mω ± 3σω with variations to 2.5 and 3.5 σ for the systematic uncertainty estimation. The
raw spectra from the second iteration of the signal extraction are shown in figure 5.9 and
still have to be corrected for multiple effects like the efficiency and acceptance, as will be
explained in section 6.1.
As the signal extraction introduces a few free parameters to be chosen by the analyzer,
these are varied within a reasonable range to estimate the systematic uncertainties as
described in section 6.3. This includes the description of the background using a fourth-
order polynomial and restrictions of the fit range on the right (mπ+π−π0 > 0.65 GeV/c) and
on the left (mπ+π−π0 < 0.95 GeV/c) side of the invariant mass distribution. Furthermore,
variations were performed in which the signal region was not excluded but instead
described by either a Gaussian with or with exponential tails on top of the polynomial
describing the background.
The pT range, in which the signal was extracted for a given collision system and recon-
struction method was decided from the mass distributions shown in figures A.6 to A.11,
where the main criteria were comparisons between the shape of the data and MC signal
as well as the difference between the reconstructed and true ω signal in the MC. True
signal in the context of this analysis corresponds to those ω mesons, that have been
reconstructed in the MC and then validated to correspond to a simulated ω meson. The
transverse momentum ranges, in which the signal extractions are performed for the
different π0 reconstruction methods, are shown in table 5.2.
The second iteration of the extraction enables the evaluation of the reconstructed pT
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(a) Masses extracted in data and MC in pp
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(b) Masses extracted in data and MC in p–Pb

Figure 5.8: Reconstructed mass and width of the ω meson in data and MC

2 3 4 5 6 7 8 9 10 20
)c (GeV/

T
p

210

310

410

   
/G

eV
)

c (
T

pd
Nd

Pb−pp  p

ALICE this thesis
 = 5.02 TeVNNs, 0π-π+π→ω

  PCM
  EMCal
  PCM-EMCal

 
 
 

(a) Raw yields extracted in data
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(b) Raw yields extracted in MC

Figure 5.9: Raw ω meson yields extracted in data and MC for the three π0 reconstruction methods

dependant properties of the ω mesons, as shown in figure 5.8. The reconstructed masses
are all compatible with each other and also agree with the PDG value [Pdg22] within their
statistical uncertainties. Especially the good agreement of the properties between data
and MC is an important validation, as an accurate description of the extracted ω signal
properties is a vital requirement for the efficiency correction, as described in the following
section. As discussed in section 5.1, the reconstructed width is much larger than the natu-
ral width of the ω given in the literature. Furthermore, the expected ordering of widths
is observed, with the EMCal reconstructing the largest width and PCM reconstructing the
smallest width due to its superior resolution. While the extracted masses and widths
serve as valuable cross-checks for the use of the MC to ensure the validity of the MC, the
extracted raw yields shown in figure 5.9 represent the main result of this chapter, that
will be further processed in the following chapter.



6
S I G N A L P R O C E S S I N G

This chapter describes how the raw yields from the previous section are corrected and
combined to calculate the ω meson production cross section in pp and p–Pb collisions.
The cross-sections are furthermore utilized to calculate both the nuclear modification
factor RpPb and the ω/π0 production ratio.

6.1 spectra corrections

The raw yields of produced ω mesons Nω, extracted in section 5.3 for the three reconstruc-
tion methods, can be converted into a Lorentz invariant cross-sections by applying the
corrections described in the following equation, which will be explained in the subsequent
paragraphs.

E
d3σω

d3p
=

1
Lint

1
2πpT

1
BAϵtrue

Nω

∆pT∆y
(6.1)

L int - integrated luminosity From the visible cross section σINT7 of the utilized
INT7 MB trigger and the number of minimum bias events Nevt., the inspected luminosity
of the different reconstruction methods and collision systems can be calculated as Lint =

σINT7/Nevt.. The luminosities inspected in this analysis are listed in table 3.1.

σINT7 - visible minimum bias cross section The ALICE collaboration measured
the visible cross-section of the INT7 MB trigger through Van der Meer scans and found
the cross-sections to be (50.87 ± 0.92)mb in pp [Ach+18a], and (2.08 ± 0.07) b in p–Pb

collisions [Abe+14a].

Nevt. - number of events The cross-section is normalized with the number of
recorded MB events Nevt., which is corrected for events in which no vertex is reconstructed,
as described by equation 3.2.

2π ∆y - solid angle The normalization toward a Lorentz invariant cross-section
includes the division by the solid angle, in which ω mesons are generated in the MC

simulations. 2π represents the full ϕ coverage and ∆y the rapidity range, which for this
analysis is defined in the lab system as |ylab| < 0.85 resulting in ∆y = 1.7.

55
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Figure 6.1: Total correction factors ϵ including acceptance A and true efficiency ϵtrue

pT ∆ pT - transverse momentum The raw yields are normalized by the width of
each extracted pT interval ∆pT, as well as the pT of the respective interval itself.

B - branching ratio To take into account that not all ω mesons decay in the three
pion decay channel and not all neutral pions then decay into two photons, the yield is
divided by the branching ratio of the full decay ω → π+π−γγ, which is calculated as
the product of the two individual branching ratios:
B(ω → π+π−γγ) = B(ω → π+π−π0)×B(π0 → γγ) = (88.15 ± 0.69)% [Pdg22].

A - acceptance The acceptance A quantifies the spatial coverage of the detectors. It
is calculated via MC simulations as the ratio of ω mesons, whose decay products hit the
detectors, to all ω mesons that were generated within |ylab| < 0.85.

ϵtrue - efficiency The efficiency accounts for losses in the signal extraction, detector
efficiencies, or signal losses from the applied cuts. It is defined as the ratio of reconstructed
ω mesons to those whose decay products hit the detectors. The reconstruction efficiency
ϵrec. is calculated by extracting a signal in the MC and comparing the resulting raw yield
(see figure 5.9b) with the number of ω mesons that have been accepted (all decay products
on the detectors). The statistical uncertainty on the final cross-section can, however, be
reduced by using the so-called true efficiency ϵtrue. For its calculation, the set of MC-
validated (true) ω mesons are directly integrated without performing a background fit
or subtraction, removing the uncertainties coming from the combinatoric background.
This reduction of the statistical uncertainties is only viable if the true and reconstruction
efficiency agree within their uncertainties, which also speaks for a robust signal extraction.
Figure 6.2 shows the two efficiencies and their agreement, which motivates the use of
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Figure 6.2: Ratio of the true efficiency ϵtrue to the reconstruction efficiency ϵrec

the true efficiency. To account for possible biases from the use of the true efficiency,
correction of the spectra using the reconstruction efficiency is used in the estimation of
the systematic uncertainties, as described in section 6.3.

The combined correction factor ϵ of acceptance, efficiency, and solid angle normalization
can be seen in figure 6.1. While the factors are similar for the different collision systems,
they differ drastically between different photon reconstruction methods. This is mainly
because, for each photon reconstructed using PCM, the efficiency is reduced by the
conversion probability of around 8.5 %.

6.2 calculation of the nuclear modification factor

As introduced in section 1.3, the nuclear modification factor RpPb quantifies the modifica-
tion of particle production through the following equation:

RpPb =
1

APb

d2σpPb/dpTdy

d2σpp/dpTdy
, (6.2)

where APb = 208 is the nuclear mass number of lead, and d2σx/dpTdy corresponds
to the production cross-sections derived in the previous section. In order to compare
particle production in this way, the production cross-sections have to not only originate
from collisions with the same center of mass energy

√
sNN = 5.02 TeV, but crucially,

they are also required to cover the same rapidity interval in their center of mass system.
While the center of mass in pp collisions is stationary, corresponding to a rapidity of
ypp

cm = 0, the center of mass in p–Pb collisions is not stationary, caused by the protons and
lead ions being bent by the same magnetic field in the LHC, while having a different
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Figure 6.3: Simulated ω meson yields in different rapidity intervals in pp collisions at
√

sNN =

5.02 TeV using PYTHIA 8.2 with the Monash 2013 tune. The ratio in the bottom panel
shows an approximately one percent decrease in the number of produced ω mesons
for the shifted rapidity region covered in p–Pb collisions.

charge-to-mass ratio. This leads to a rapidity of ycm = 0.465 [Ach+18b], and therefore
the rapidity covered by ALICE in the lab frame of |ylab| < 0.85 corresponds to a rapidity
coverage of −1.315 < ycm < 0.385 in the center of mass system of a p–Pb collision. When
comparing the two cross sections in a RpPb, this different measurement region has to be
accounted for and corrected.
This is done using a PYTHIA 8.2 MC Simulation with the Monash 2013 tune. 2 billion
pp events were simulated, and the number of ω mesons in the central and the shifted
rapidity region were counted. The total yield integrated over the full rapidity, as well as
the yield in the two rapidity regions, is shown in figure 6.3. The total yield is around five
times larger than the yield in both the central and shifted rapidity regions. To examine the
difference between these very similar yields, the lower panel shows the ratio of ω mesons
produced in the shifted rapidity region to those in the central region. A decrease in the
number of produced ω mesons is observed in the more forward direction by around
1 %. The ratio was parameterized using a linear function in the pT region used for the ω

analysis in pp collisions. The decrease in the number of produced mesons for the shifted
rapidities is similar in magnitude to the one in the π0-analysis at

√
sNN = 5.02 TeV, which

also sees an increasing effect with rising pT [Ach+18b].
This linear fit function is used to correct the pp cross-sections in order to shift it to the
same rapidity region as the p–Pb measurement and enable the comparison between the
two through the RpPb, as described by equation 6.2.
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6.3 systematic uncertainties

Statistical uncertainties of counted values N are estimated by their square root
√

N,
following the central limit theorem and assuming an underlying Poisson distribution.

Systematic uncertainties, on the other hand, stem from the inherent effects of the
detector or the analysis itself and must be carefully estimated on a case-to-case basis.
Certain sources of systematic uncertainty only affect specific π0 reconstruction methods,
such as the minimum cluster energy of the EMCal, which leaves the ω measurement using
PCM unaffected. Furthermore, some uncertainties do not impact a specific type of resulting
spectrum, such as the branching ratio uncertainty canceling out in calculating the nuclear
modification factor. For the total systematic uncertainty of a given reconstruction method,
the contributions by all sources relevant to the respective method and spectrum are added
in quadrature, as they are assumed to be uncorrelated. The following paragraphs outline
sources of systematic uncertainty and are grouped within three sections, which separate
the three main methods of estimating these uncertainties.

6.3.1 pT Independent Uncertainties

This section describes uncertainty sources that are independent of the transverse mo-
mentum and which were adopted from dedicated analyses on the respective correction,
which induces the uncertainty.

branching ratio This analysis only includes ω mesons that decay into three pions
with the π0 then decaying further into two photons. The measured yields are, therefore,
scaled by the inverse branching ratios of the two decays, as described in section 6.1. The
two branching ratios published by the PDG, however, come with relative uncertainties
of 0.7 % and 0.034 % for the ω and π0 decay [Pdg22]. While the uncertainty from the π0

decay is almost negligible, the branching ratios introduce a combined uncertainty of 0.7 %
in all pT intervals and reconstruction methods. As this uncertainty is fully correlated
between pp and p–Pb, it does not propagate into the RpPb.

cross section The visible MB cross sections used to calculate the ω production
cross sections from the yields, as introduced in section 6.1, also come with measurement
uncertainties. The pp measurement reports a relative uncertainty of 4.4 % [Ach+18a] and
the p–Pb measurement a relative uncertainty of 3.4 % [Abe+14a]. Therefore, the measured
ω meson cross sections inherit these respective cross-section uncertainties, while they
cancel out in the ω/π0 ratios. For the calculation of the nuclear modification factor, the
two uncertainties are added in quadrature.
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Method
Uncertainty (%)

γ1 γ2 Total

PCM 2.5 2.5 5

PCM-EMCal 2.5 2.12 3.28

EMCal 2.12 2.12 4.24

Table 6.1: Relative systematic uncertainty due to the material budget [Ach+23; Ach+18c]

material budget The implementation of the material within the ALICE experiment
in the GEANT 3 simulation is crucial for the accurate description of interactions between
the decay products and the detector material. Therefore, discrepancies in the amount or
composition of this material have to be accounted for. To better estimate the material
relevant for PCM photons, the ALICE collaboration developed a data-driven approach
using Material Budget Weights (MBWs). This analysis quotes the remaining uncertainty
per conversion photon to be 2.5 % [Ach+23]. Around 50 % of photons convert before
reaching the EMCal, predominantly in the TRD and TOF. In an analysis of π0 production of
a dataset at

√
s = 8 TeV, only parts of the TRD were installed, allowing for the influence

of the TRD material on the π0 reconstruction efficiency to be studied. This study quotes
the TRD material uncertainty to be around 1.5 %, with the uncertainty of the TOF assumed
to be similar [Ach+18c]. As these two material uncertainties are uncorrelated, the total
material budget uncertainty per EMCal photon is calculated as the quadratic sum to be
2.12 %. As for each ω meson, two photons are reconstructed, the systematic uncertainty
caused by the material budget is a sum of the uncertainties of the two photons used for
the respective reconstruction method. This is shown in table 6.1, where the uncertainty for
π0’s reconstructed with PCM and EMCal is twice that of each photon, as the uncertainty of
both photons is fully correlated. The total material budget uncertainty of PCM-EMCal on
the other hand, assumes the two different material budget uncertainties to be uncorrelated
to each other and is therefore calculated as a quadratic sum.

rapidity shift The rapidity shift, as explained in section 6.2 shifts the RpPb by
approximately 1 %. From the statistical uncertainty of the parametrization in figure
6.3 and the systematic uncertainty that comes from the choice of the fit function, the
relative uncertainty of this shift is estimated to be 10 %. This results in a total uncertainty
contribution of 0.1 % to the nuclear modification factor RpPb.
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Setting Standard Variation 1 Variation 2

Resolution correction Sub λ Sub π0

Background description Pol3 Pol4

Parametrization range (GeV/c2) [0.6, 1] [0.6, 0.95] [0.65, 1]

Signal description Exclusion Gaus Gaus + exp. tails

Integration range 3 σ 2.5 σ 3.5 σ

Efficiency True Reconstruction

Table 6.2: Signal extraction settings and variations used to estimate the systematic uncertainties

6.3.2 Uncertainties from the Signal Extraction

The signal extraction described in section 5.3 contains free parameters, potentially im-
pacting the resulting spectra, but could have been chosen differently by another analyzer.
These free parameters are the used resolution correction, the background and signal
descriptions, the parametrization and integration range, as well as the use of the true
efficiency. These parameters are listed in table 6.2, together with the standard value that
was used in this analysis, as well as one or two reasonable variations. The two previous
ω meson analyses within the ALICE collaboration [Ach+20; Lü23] both cite the signal
extraction as their dominant source of uncertainty for all reconstruction methods. In an
effort to estimate this source of systematic uncertainty more precisely, a more sophis-
ticated procedure was chosen compared to previous neutral meson analyses in ALICE.
In contrast to these previous analyses, the variations listed in table 6.2 were, for this
reason, not only performed individually but instead, the signal extraction was carried
out for all combinations of reasonable settings. This new approach of combining different
variations comes with two main advantages. The first is that possible correlations between
the variations are now included, such as a variation of the signal and the background
description simultaneously, which could reduce or enhance the difference. Additionally,
these combinations of variations allow for the extraction of 2 × 2 × 3 × 3 × 3 × 2 = 216
yields and RpPb’s, instead of the eight independent variations performed in previous
analyses [Ach+20; Lü23]. This can mitigate the effect of statistical fluctuations on indi-
vidual extracted spectra, which would otherwise propagate statistical uncertainty to the
extracted systematic uncertainties.

In order to include only results from meaningful variations of the signal extraction
parameters, they were investigated for possible unsuccessful parametrizations before
including them in the calculation of the systematic uncertainty. For this purpose, every
variation must have a χ2

max/nd f < 2.5 for the background parametrization for all recon-
struction methods and both collision systems, thereby ensuring a stable analysis in all
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Figure 6.4: Relative deviations of the signal extraction variations listed in table 6.2 with the EMCal

in p–Pb collisions

cases. This requirement is fulfilled by 198 of the variations, while the 18 variations that
do not meet the requirement all have a χ2/nd f > 5 and were therefore excluded. For the
remaining 198 variations, the yield and the RpPb are extracted, and subsequently, their
deviation to the relative deviation to the standard selection is calculated. An example dis-
tribution of the deviations of the signal extraction variations for the EMCal reconstruction
in p–Pb is shown in figure 6.4 for 4 < pT (GeV/c) < 5. The systematic uncertainty caused
by the signal extraction corresponds to the spread of the deviation distribution, which is
found to be approximately normally distributed.

The relative deviation distribution can be parameterized by a Gaussian function, whose
standard deviation σ then quantifies the width of the underlying distribution. However,
this method only describes the width of the distribution but neglects a possible systematic
offset of the mean and, therefore, underestimates the total systematic uncertainty. Using
the Root Mean Square Value (RMS), on the other hand, describes the width of a distri-
bution while considering a possible offset of the mean. The RMS is therefore calculated
individually for all pT intervals and then smoothed over the pT region using the 353QH
algorithm [Fri] in order to further reduce the impact of statistical fluctuations. This was
done for the yield and the RpPb individually, as this greatly reduced the systematic
uncertainty to the RpPb by removing effects from correlated uncertainties affecting the
yield equally in both collision systems.

In summary, this new approach estimates the systematic uncertainty caused by the
signal extraction by considering all combinations of possible variations in the signal
extraction, thereby not only considering cross-correlations but also mitigating the propa-
gation of statistical fluctuations into the extracted systematic uncertainty. It has, therefore,
also been adapted in other analyses, such as a measurement of neutral mesons in jets
[Kö23], and the first extraction of the η′ meson in ALICE [Gli].
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6.3.3 Uncertainties from the Selection Criteria

The selection of the applied cuts explained in chapter 4 comes with systematic uncertain-
ties that are estimated by varying these cuts within a reasonable range and investigating
the changes in the spectra that these variations cause. Table 6.3 shows the cuts that were
varied for systematic uncertainty extraction and the respective values that they were
varied to. Four main groups of systematic uncertainties were identified. They describe the
uncertainty due to the selection of the charged pion, the neutral pion, conversion photons
(PCM), and cluster photons (EMCal). The systematic uncertainty coming from the individ-
ual cuts is then estimated by taking the difference between the maximum and minimum
value (yield or RpPb) and dividing it by 2. This corresponds to the maximum deviation
averaged in both directions. If only one variation was performed, the difference between
the standard and the variation value was divided by

√
2, as in previous neutral meson

analyses [Lue22]. After the systematic uncertainty of each source has been estimated in
each pT interval, the relative uncertainties are smoothed utilizing the 353QH algorithm
[Fri], as done for the signal extraction uncertainty, to mitigate statistical fluctuations.
Some variations describing much stricter requirements than the standard settings dras-
tically decrease the sample of ω meson candidates and are, therefore, substantially
influenced by statistical fluctuations. The cut variations most affected by such statistical
fluctuations are explained in the following paragraphs, including the methods used to
disentangle the systematic uncertainties from these statistical fluctuations.

number of emcal cells Requiring a certain number of cells for a cluster in the
EMCal drastically reduces the available ω candidates (≈30 %) and therefore induces large
statistical fluctuations. Especially in pT intervals, where the statistical uncertainties are
relatively large, the extracted systematic uncertainty is expected to be contaminated
by these statistical fluctuations. To better estimate this uncertainty, the π0 analysis at√

s = 13 TeV was consulted [Koe20], where the statistical uncertainties are much smaller
both because of the larger dataset and the better signal-to-background ratio for neutral
pions. Therefore, the Ncell uncertainty is expected to be much less affected by statistical
fluctuations. There, the systematic uncertainty of this cut was found to be less than 2 % in
the entire pT region, which is much larger than the one covered by this ω analysis. Since
the uncertainty on the π0 yield is expected to propagate directly to the yield/RpA of the
ω meson, this upper limit of 2 % is assumed to cover the Ncell uncertainty in this analysis
for the entire pT range.

mγγ selection window Variations of the mass window, in which π0 candidates
are selected for the ω reconstruction, also cause large statistical fluctuations since these
variations have a significant impact on the amount of ω candidates that enter the signal
extraction. To disentangle these fluctuations from any possible underlying systematic
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effect, the absolute values of the relative deviations from the standard are averaged using
a constant parametrization, taking into consideration the statistical uncertainties of the
individual variations. The value of this parametrization is then applied to the entire
covered pT range, as no significant pT dependence is expected, considering previous
neutral meson analyses [Koe22; Lue22].

number of its clusters Changing the requirement on the ITS clusters also in-
troduces a sizeable statistical component. Like with the mγγ selection window, this
systematic uncertainty was extracted by averaging the absolute values of the relative
deviations using a constant parametrization. Since only one variation was performed, the
systematic uncertainty in each bin corresponds to the value of this constant divided by

√
2.

Through the methods outlined above, the impact of 28 sources of uncertainty is
estimated. Out of these, all relevant uncertainties for a given reconstruction method were
added in quadrature, as the individual uncertainties are all assumed to be uncorrelated.
The relative systematic uncertainty of the different sources are shown in figure 6.5 for the
example of the cross-section extracted in p–Pb using PCM-EMCal. The extracted systematic
uncertainties for the different reconstruction methods and collision systems are compiled
in figures A.4 and A.5 for the cross-section and the RpPb. For all reconstruction methods
and in both collision systems, the signal extraction uncertainty is observed to be the
dominant source of systematic uncertainty. This uncertainty is caused by the small
signal-to-background ratio, thereby motivating studies into the smeared signal and large
combinatorial background, as presented in chapter 5.
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6.4 combination of reconstruction methods

As presented in the previous sections, the production cross sections and nuclear mod-
ification factor have been extracted using three partially independent reconstruction
methods. This section describes how these spectra are combined, reducing their sys-
tematic and statistical uncertainties. Before combining the spectra from the different
reconstruction methods, comparing them and ensuring their compatibility is essential.
This comparison is shown in figure 6.6, where the extracted cross-sections are shown,
divided by a combined Tsallis parametrization of all methods for better comparison. The
three independently extracted cross-sections and nuclear modification factors exhibit
agreement within their respective statistical and systematic uncertainties.
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Following this assurance that all methods are compatible with one another, they are
combined using the BLUE method, following [Lis17]. The data point θi(pT), where θ is a
placeholder for the yield, cross-section, or nuclear modification factor measured using
method i, can be written as

θi(pT) = θ̂i(pT)± σstat
i (pT)θ̂i(pT)± σ

sys
i (pT)θ̂i(pT). (6.3)

In this and all following equations, any uncertainty σ is to be understood as relative
uncertainties. In order to perform the combination of θi(pT), the correlation ρij(pT)

between the uncertainties of method i from method j has to be calculated:

ρij(pT) =

√(
σtot

i (pT)
)2 −

(
σunc

ij (pT)
)2

σtot
i (pT)

(6.4)

Here, the uncorrelated uncertainty σunc
ij between method i and j is subtracted from the

total uncertainty of method i: σtot
i =

√(
σstat

i
)2

+
(
σ

sys
i
)2

. The uncorrelated uncertainty
σunc

ij is itself a quadratic sum of all contributions to the uncertainty of method i, that are
not correlated to the uncertainties of method j:

σunc
ij (pT) =

√
∑
x

[(
1 − cx

ij

)
σx

i (pT)
]2

. (6.5)

The pT independent factor cx
ij describes to what degree the uncertainty of group x of

method i is correlated to that of method j. These correlation factors are summarized in
figure 6.7 within 3 × 3 matrices for the different correlations. These correlations between
the reconstruction methods for statistical uncertainties and the systematic uncertainty
groups introduced in 6.3, are in the following discussed and assigned one of the correla-
tion matrices given in figure 6.7.
Diagonal elements of the correlation matrices are always 1 since they represent the

correlation of a method with itself. The off-diagonal elements contain the correlation
between different methods and can differ for different uncertainty sources.
Statistical uncertainties between different methods are fully uncorrelated (6.7a) since no
two reconstruction methods can detect the same ω meson.
Systematic uncertainties due to the signal extraction are also assumed to be fully un-
correlated (6.7a), since the energy resolution correction described in 5.1, as well as the
background shape and signal to background ratio are very different between the recon-
struction methods.
As the same cross-section is used for all reconstruction methods to derive the invariant ω

meson cross-section from the yield, any systematic uncertainty from this scaling is fully
correlated between the methods(6.7b).
The systematic uncertainty of the branching ratio is also fully correlated (6.7b) since they
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Figure 6.7: Correlation factors of the different uncertainty sources between the photon recon-
struction methods. The source x uncertainty of method i (1 =̂ PCM, 2 =̂ PCM-EMCal,
3 =̂ EMCal) is correlated to that of method j by cx

ij.

all share the same decay channel and therefore branching ratio (uncertainty).
When calculating the nuclear modification factor, a rapidity shift has to be performed as
discussed in 6.2. The associated systematic uncertainty estimated in 6.3 is the same for all
reconstruction methods and, therefore, fully correlated (6.7b).
The final fully correlated (6.7b) source of uncertainty comes from the cut variations for
the charged pions as the same charged pion selection criteria are used, independent of
the photon reconstruction method.
The material budget uncertainties for both PCM and EMCal are fully correlated to the
PCM-EMCal material budget uncertainty, as both photons used in the two individual
methods are also used in the hybrid method. PCM and EMCal do not share any correlation
for the material budget uncertainty since their respective uncertainties come from entirely
different regions of the material, as described in 6.3. Only the inner material budget
uncertainty fraction of PCM-EMCal is correlated to PCM. Therefore, the correlation factor
c21 has to scale down the PCM-EMCal material budget uncertainty to the inner material
budget uncertainty. The correlation is equal to the ratio of the inner material budget
uncertainty (2.5 %) to the total PCM-EMCal material budget uncertainty (3.28 %): c21 = 0.76.
Similarly, only the outer material budget uncertainty fraction of PCM-EMCal is correlated
to EMCal. In this case the correlation factor c23 has to scale down the PCM-EMCal material
budget uncertainty to the outer material budget uncertainty: c23 = 0.64 All of these
correlation factors are summarized in matrix 6.7c.
For the systematic uncertainty from the conversion photon selection, the third row in the
correlation matrix is not applicable since the EMCal-method has no conversion uncertainty.
This is also the reason why the third column shows no correlation between PCM or
PCM-EMCal from EMCal. The conversion uncertainty for PCM is however fully correlated
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Figure 6.8: Correlations ρij of the cross-section uncertainties between the different reconstruction
methods

to that of PCM-EMCal and vice versa (6.7d).
The correlation matrix for the cluster uncertainties (6.7e) follows a similar pattern, only
that here PCM does not contain the respective uncertainty, and therefore, the other two
are not correlated to it. Here, the PCM-EMCal uncertainty is fully correlated to that of the
EMCal method.
Finally, the correlation between systematic uncertainties from variations of the require-
ments for neutral pions is also assumed to be negligible (6.7a). This is because the
drastically different energy resolutions of the different methods make the selection
criteria for neutral pions, as described in 4.3, incomparable to one another.

The correlations ρij between the cross-section measurements i and j, calculated from
equations 6.4 and 6.5, using the systematic uncertainty composition as shown in figure A.4,
are shown in figure 6.8. The strongest correlation is observed for the EMCal uncertainty
from the PCM-EMCal uncertainty. This can be understood by looking at the correlation
matrices in figure 6.7, which displays full correlation for this method combination (c3,2),
except for the fully uncorrelated uncertainties. But as these uncorrelated uncertainties
are relatively small for the cross-section extracted with EMCal (see A.4), the correlation
from PCM-EMCal, with which it shares many systematic uncertainty sources, is relatively
large. One of the smallest correlations is the PCM from EMCal correlation, as the two
methods share little common systematic uncertainties, and the PCM method comes with
the largest statistical uncertainties. Overall, the correlations are between 0.4 ≲ ρω

ij ≲ 0.7,
which is comparatively small, when considering correlation factors in recent light neutral
meson analyses of ρπ0

ij ∼ 0.9 [Ach+22; Koe22]. This smaller correlation is caused by the
uncertainty composition of this analysis, which is dominated by the statistical and signal
extraction uncertainty, both of which are uncorrelated between different reconstruction
methods. The comparatively small correlation between the reconstruction methods ob-
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Figure 6.9: Weights of the reconstruction methods used to combine the cross-sections, calculated
from equation 6.7 using the correlations shown in figure 6.8

served in this analysis allows their combination to reduce the total uncertainties of the
measurement. Using the correlations ρij the covariance matrix V can be derived:

Vij = σiσjρijρji/(θ̂i θ̂j) (6.6)

The dimension of the covariance matrix in each pT interval is equal to the number of
methods used in the respective pT region. The weights w⃗, with which the methods are
weighted in the combination, can be calculated from the covariance matrix:

w⃗ =
V−1u⃗
u⃗TV u⃗

, (6.7)

where u⃗ is a vector with all elements equal to unity. The calculated weights of the cross
sections from the different reconstruction methods in the two collision systems are shown
in figure 6.9. For both collision systems, the EMCal reconstruction method has the largest
weight in most of the pT region. Only at very low pT, where the reconstruction with the
EMCal is found not to be viable, do the PCM and PCM-EMCal method gain significant weight.
Similar weights were extracted for the combination of yields and nuclear modification
factors caused by only minor differences between the correlations and slightly different
sources of systematic uncertainties. From these weights, the combined value θ̂ (cross-
section, yield or RpPb) and its combined uncertainty σθ̂ can be derived using the following
equations.

θ̂ =
n

∑
i=1

wi θ̂i σθ̂ = θ̂
√

w⃗TV w⃗ (6.8)

This combined total uncertainty can be split into statistical and systematic uncertainty
by calculating the fully uncorrelated statistical uncertainty and then subtracting it from
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the total uncertainty to receive the combined systematic uncertainty, as described by the
following two equations.

σstat
θ̂

=

√
n

∑
i=1

wi

|wi|

(
wiσ

stat
θ̂i

)2
σ

sys
θ̂

=

√
σ2

θ̂
−
(

σstat
θ̂

)2
(6.9)

The combined cross-sections and nuclear modification factors, calculated from equations
6.8 and 6.9, are presented in the following chapter 7.

6.5 finite bin width correction

While the grouping of reconstructed ω mesons in pT intervals is necessary to accomplish
the signal extraction described in section 5.3, the resulting cross-sections have to be
interpreted cautiously, specifically, the falling underlying distribution means that the
values of the respective intervals do not represent the cross-section at the center of each
bin, as described in [LW95]. Therefore, the data points of the measured cross-sections
have to be shifted in the horizontal direction, following the approach suggested in [LW95].
This is done by first parameterizing the cross-sections by a Tsallis function f (pT) [Tsa88],
which is given by:

E
d3σ

dp3 (pT) = f (pT) =
C

2π

(n − 1)(n − 2)
nT [nT + mω(n − 2)]

1 +

√
m2

ω + p2
T − mω

nT

−n

, (6.10)

where C, n and T are free parameters in the parametrization. The correct pT value pshifted
T

within the interval from pa
T to pb

T is determined by requiring the the following equation:

f (pshifted
T ) =

1
pb

T − pa
T

∫ pb
T

pa
T

f (pT)dpT. (6.11)

This requirement is fulfilled for the value of pT at which the function value f (pT) equals
the expectation value of f (pT) in the given pT interval. As the shape of the underlying
distribution is unknown before the shift, and the shift might change the shape of the
measured distribution, equation 6.11 is iteratively solved for pshifted

T , with new pT positions
and a new parametrization for each iteration. The positions converge after around three
iterations with a shift on the order of one percent, as shown in figure 6.10. The relative
horizontal shifts of the pT values given in figure 6.10 are applied to their respective
cross-section to correct the preliminary pT normalization described in section 6.1. Besides
correcting the vertical value due to this preliminary normalization, the pT values of the
final cross sections shown in the following chapter are also set to the calculated pshifted

T
values.
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Figure 6.10: Relative pT shift of the cross sections.
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R E S U LT S

7.1 invariant cross-sections

The pT differential Lorentz-invariant production cross-section of ω mesons is extracted
in pp and p–Pb collisions at

√
sNN = 5.02 TeV within the transverse momentum range of

1.8 GeV/c ≤ pT < 20 GeV/c and 2.2 GeV/c ≤ pT < 20 GeV/c, respectively. The pp and
p–Pb measurements covered the rapidity interval of |y| < 0.85 and −1.315 < y < 0.385,
respectively. Figure 7.1 shows the extracted cross-sections, four predictions by MC event
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Figure 7.1: Lorentz-invariant cross-section of the ω meson production in pp (open markers) and
p–Pb (closed markers). Vertical error bars represent statistical uncertainties, while
systematic uncertainties are shown as boxes. Also shown are Tsallis parametrizations
(equation 6.10) of the two cross-sections and two predictions of the ω meson production
per collision system. The lower panels contain the ratios of the datapoints and MC

predictions to the parametrization of the datapoints in the respective collision system.
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C T (MeV) n χ2/ndf ndf

pp 57±37 (stat)
±42 (tot) mb 135±21 (stat)

±37 (tot) 6.2±0.2 (stat)
±0.4 (tot)

1.20 (stat)
0.49 (tot) 9

p–Pb 25±13 (stat)
±18 (tot) b 113±15 (stat)

±23 (tot) 6.2±0.4 (stat)
±0.8 (tot)

0.87 (stat)
0.48 (tot) 8

Table 7.1: Parameters and χ2/nd f of the Tsallis function describing the measured ω meson
production cross-sections in pp and p–Pb, as shown in figure 7.1

generators, and a Tsallis parametrization of the data for each collision system. The ratios of
the datapoints to the respective Tsallis parametrization in the lower panels are compatible
with unity over the full pT range, demonstrating that the parametrizations well describe
the data both in pp and p–Pb collisions. The parameters of the Tsallis functions describing
the cross-sections are listed in table 7.1, where the uncertainties of the values are extracted
by performing the fit individually on the cross-section with only the statistical uncertainty
and then with the statistical and systematic uncertainty added in quadrature.

The lower panels in figure 7.1 depict to what degree the different MC event generators
introduced in section 1.4 describe the production of ω mesons. While the DPMJET MC,
shown as a green band in figure 7.1 roughly describes the pT shape of the cross-section in
p–Pb, it underestimates the production of ω mesons by approximately 30 %. On the other
hand, the production of ω mesons in p–Pb collisions is well described by EPOS LHC,
depicted in red. The use of the same event generator for the simulation of pp collisions
is, however, not able to describe the data, with discrepancies of up to 100 % seen in
the lower panel between EPOS LHC and the datapoints. While the other pp MC event
generator, PYTHIA 8.2 with the Monash 2013 tune, describes the shape of the production
cross-section in pp collisions, it overestimates the production of ω mesons by around
30 %.

While the production cross-section of the ω mesons has been measured for the first time
in p–Pb collisions at the LHC in this analysis, the extracted cross-section in pp collisions
joins two previous measurements performed at

√
s = 7 TeV [Ach+20] and

√
s = 13 TeV

[Lü23]. This increasing number of production measurements cannot only serve as input
for direct photon analyses at the respective energies but also facilitates the development
of theoretical models and can contribute to future tunes of MC event generators. The
measured cross-sections furthermore allow for studies of the energy dependence of
particle production. Figure 7.2 shows a compilation of these three measured ω production
cross-sections in pp collisions at the LHC, as well as predictions by the PYTHIA 8.2
generator using the Monash tune. A similar deviation between these PYTHIA predictions
and the respective measured cross-section is observed in all three ω meson analyses
[Ach+20; Lü23], hinting at a possible energy-independent overestimation of the ω meson
production in the Monash 2013 tune of PYTHIA 8.2.
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Figure 7.2: Compilation of ω meson production cross-sections in pp collisions measured at LHC

energies [Ach+20; Lü23], scaled for better visibility, and the respective predictions by
the PYTHIA 8.2 event generator with the Monash 2013 tune [Bie+22]

7.2 ω/π0
ratios

The ratio of produced ω and π0 mesons is calculated from the measured ω meson
cross-sections, shown in figure 7.1, and the corresponding π0 spectra in pp [Sas19] and
p–Pb collisions [Ach+18b]. Figure 7.3 shows the measured ω/π0 ratio in the two collision
systems, both of which do not display a significant pT dependence. Each of the two
production ratios is parameterized with a constant for pT > 3.2 GeV/c; this minimal pT is
chosen to ensure compatibility with previous analyses [Ada+11b]. These parametrizations
are shown in figure 7.3 as purple dashed lines, yielding the following high pT ω/π0

production ratio constants:

Cω/π0

pp = 0.54 ± 0.01 (stat) ± 0.03 (sys) (7.1)

Cω/π0

pPb = 0.54 ± 0.01 (stat) ± 0.04 (sys)

Within the given uncertainties and pT reach, the ω/π0 production ratios are in very
good agreement with one another. This agreement of the production ratio in pp and
p–Pb suggests the production ratio to be independent of CNM effects within the given
uncertainties.

The extracted high-pT constants can furthermore be used as input for the transverse
mass scaling prediction of the ω/π0 ratio. This empirical model describes the production



76 results

0 2 4 6 8 10 12 14 16 18 20
)c (GeV/

T
p

0

0.2

0.4

0.6

0.8

1

1.2

0 π/
ω

ALICE this thesis
 = 5.02 TeVspp, 

Data
EPOS LHC
PYTHIA 8.2 Monash 2013

:c > 3.2 GeV/
T

p scaling, Tm
 0.03 (sys)± 0.01 (stat) ±C = 0.54 

(a) Measured ω/π0 ratio in pp collisions

0 2 4 6 8 10 12 14 16 18 20
)c (GeV/

T
p

0

0.2

0.4

0.6

0.8

1

1.2

0 π/
ω

ALICE this thesis
 = 5.02 TeVNNsPb, −p

Data
EPOS LHC
DPMJET

:c > 3.2 GeV/
T

p scaling, Tm
 0.04 (sys)± 0.01 (stat) ±C = 0.54 

(b) Measured ω/π0 ratio in p–Pb collisions

Figure 7.3: Production ratio ω/π0 in pp and p–Pb collisions calculated using the ω meson produc-
tion measurements from this analysis and π0 references provided by [Sas19; Ach+18b].
Furthermore, two predictions by MC event generators are shown per collision system,
as well as a mT scaling curve, which converges towards a fitted high-pT constant.

ratio by assuming that the production of all mesons follows the same fundamental

underlying function of the particles transverse mass (mT =
√

p2
T + m2

inv), scaled by a
constant parameter C [Alt+17]. From the high-pT constant given in 7.1, this assumption is
used to derive the pT dependence of the particle ratio, as shown with purple bands in
figure 7.3. A slight tension between the ω/π0 ratio prediction assuming mT scaling and
the data is observed at low transverse momenta pT ≈ 3 GeV/c, where mT scaling suggests
a decrease of the ω/π0 ratio, while the measured ω/π0 ratios are pT independent within
their uncertainties. A slight discrepancy is expected, as mT scaling was found to be
broken for LHC energies due to the feed-down of decays into the π0 [Alt+17]. However,
the increased number of neutral pions from the feed-down of higher mass particles
would decrease the ω/π0 ratio compared to the mT scaling prediction. The excess of
the ω/π0 ratio at low pT compared to the mT was also observed at

√
s = 13 TeV,

but its underlying cause remains unexplained. This discrepancy shows the need for ω

meson production measurements like the one presented in this thesis, as studies of direct
photons or dileptons commonly resort back to this mT scaling prediction, due to the lack
of experimental data [Ada+16; Ach+19].

In addition to the measured production ratios, figure 7.3 also includes predictions of
the ω/π0 ratio by three MC event generators. The predictions of the ω/π0 ratio by EPOS
LHC, shown in red, are very similar between pp and p–Pb, suggesting the system size
does not have a strong impact on the relative hadronization fractions into ω mesons
and neutral pions. However, the production ratio is overestimated by around 100 % in
both collision systems, possibly hinting at a lack of experimental data for tuning the
implemented collective hadronization. The production ratios predicted by PYTHIA 8.2
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√
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[Ada+11a] and ALICE [Ach+20; Lü23] including the two measurements at
√

sNN =

5.02 TeV presented in this thesis. Vertical error bars represent total uncertainties.

Monash 2013 in pp and DPMJET in p–Pb are somewhat similar. This can be traced back
to the fact that the hadronization implemented in DPMJET is based on the Lund string
model, also used by the PYTHIA event generator. Both MC generators using the Lund
string model overestimate the ω/π0 ratio by around 10− 20 %. It is, however, not evident
whether the different approaches to hadronization cause this more accurate description
of the ω/π0 ratio or whether this difference should be attributed to the different tunes
and experimental input used.

Figure 7.4a shows the two measurements of the ω/π0 ratio from this analysis in
the context of the previous measurements introduced in section 1.5, covering different
collision systems and almost three orders of magnitude in center-of-mass energies, from√

sNN = 15 GeV at Fermilab [Don+80] up to
√

s = 13 TeV at the LHC [Lü23]. For the
datapoints provided by the Fermilab and ISR measurements, only a minimum pT was set
in the analysis. The pT positions of these datapoints in a given pT interval were therefore
set to the expectation value of the Tsallis parametrization of the pp cross-section extracted
in this analysis.

The ω/π0 ratios measured at different energies are compatible within the given total
uncertainties represented by vertical bars. A slight tension is, however, visible when
considering the entire pT range of the measurement at

√
sNN = 200 GeV, depicted with

green markers, and at
√

sNN = 5.02 TeV, depicted with red markers. To better visualize
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this possible difference of the ω/π0 ratio for different center-of-mass energies, the ratios
shown in figure 7.4a are parameterized with a constant for pT > 3.2 GeV/c, with the
resulting values of these high-pT fits of the ω/π0 ratio compiled in figure 7.4b. To isolate
possible effects of the center-of-mass energy, only ω/π0 ratios measured in pp collisions
are considered for this comparison.

As the correlation between the uncertainties of the PHENIX and Fermilab measurements
are not precisely known, the systematic uncertainties of all measurements are assumed to
be fully correlated within each measurement for calculating the uncertainty on the high-
pT constant. This assumption gives an upper-limit estimation of the total uncertainties
shown in figure 7.4b.

The resulting high-pT ω/π0 constant as a function of the center-of-mass energy pre-
sented in figure 7.4b displays a slight tendency of a lower ω/π0 ratio with rising center-
of-mass energy. While this energy dependence is not significant within the relatively
large uncertainties, center-of-mass energy dependent feed-down into the π0 could offer a
possible explanation for such a trend. Specifically, the production of heavier particles at
larger center-of-mass energies could lead to increasing feed-down of these particles into
the π0 and thereby decrease the measured ω/π0 ratio. Further measurements at low and
high collision energies are needed to verify or disprove this trend.

7.3 nuclear modification factor

The nuclear modification factor of the ω meson production at
√

sNN = 5.02 TeV, extracted
in the transverse momentum range of 2.2 GeV/c ≤ pT < 20 GeV/c, is shown with purple
markers in figure 7.5. This represents the first measurement of the nuclear modification
factor of the ω meson at LHC energies. Within the statistical and systematic uncertainties,
represented by vertical bars and boxes, respectively, the nuclear modification factor is
found to be compatible with unity over the measured pT range. Consequently, no CNM

effects on the ω meson production are observed within the given uncertainties.
Figure 7.5 furthermore displays the nuclear modification factor for neutral pions,

measured at the same center-of-mass energy of
√

sNN = 5.02 TeV [Ach+18b]. The vis-
ible agreement between the nuclear modification factors for the light π0 and the six
times heavier ω meson [Pdg22] implies that within the given uncertainties of the two
measurements, no mass dependency of the nuclear modification factor is observed.

Finally, figure 7.5 also includes the nuclear modification factor RdAu for the production
of ω mesons at

√
sNN = 200 GeV [Ada+11b]. This nuclear modification factor RdAu is

compatible with the RpPb extracted in the analysis presented in this thesis within the
respective statistical and systematic uncertainties.
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S U M M A RY A N D O U T L O O K

This thesis covers the measurement of the ω meson production in pp and p–Pb collisions at√
sNN = 5.02 TeV. Between 2015 and 2017, the ALICE experiment at the LHC recorded 944

million pp collisions and 568 million p–Pb collisions using its large array of subdetectors.
The ω mesons produced within these collisions are reconstructed via their three-pion
decay (ω → π+π−π0), of which the charged pions are tracked using ALICE’s tracking
detectors ITS and TPC. The charged pions are then identified out of all charged particles
based on their specific energy loss dE/dx in the TPC and their time of flight from the
collision vertex to the TOF detector. The neutral pion itself decays further into two photons,
which are measured using the EMCal, or, in case the photons convert into an e+e− pair in
the inner detector layers, they are reconstructed with the Photon Conversion Method (PCM)
via tracks of these dilepton pairs in the TPC. The ensuing reconstruction of ω meson
candidates from these pions displayed a smeared-out ω signal on top of a sizeable
combinatoric background. While extensive background studies show no viable way of
reducing the background, the smeared signal is traced back to the energy resolution of
the photon reconstruction, which is then mitigated using a newly developed MC-driven
resolution correction. After extracting the ω meson signal for the three different π0

reconstruction methods, many corrections are applied, most notably the acceptance and
efficiency correction, leading to three partially independent measurements of the cross-
section in pp and p–Pb, and the nuclear modification factor. The individual measurements
(PCM, PCM-EMCal and EMCal) are found to be compatible with each other within their
uncertainties. They are then combined using the BLUE method, resulting in a reduction of
the combined statistical and systematic uncertainties and effectively consolidating their
complementary transverse momentum coverage.

The combined production cross-section of ω mesons is extracted in pp and p–Pb col-
lisions within 1.8 GeV/c ≤ pT < 20 GeV/c and 2.2 GeV/c ≤ pT < 20 GeV/c, respectively.
These cross-sections are now available as input not only for direct photon analyses but
also to test and develop theoretical models describing the hadronization of vector mesons,
as described in [SI17]. They can furthermore be used to tune MC generators to better
describe the production of ω mesons, which seems especially relevant considering the
varying success of predictions of the ω meson production by different MC event genera-
tors. From the extracted production cross-sections of the ω meson production in pp and
p–Pb collisions together with the corresponding π0 spectra at the same energy [Sas19;
Ach+18b], the ω/π0 ratio is calculated for the two collision systems. The production
ratios in pp and p–Pb collisions are found to be constant within the measured pT interval

80
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and agree with each other within their uncertainties. When comparing the measured
ω/π0 ratios to an empirical model assuming transverse mass scaling, an excess of the
measured ratio compared to the mT-scaling prediction is observed. As this is contrary
to the expected effect at LHC energies due to feed-down into the π0 [Alt+17], further
research is worth considering to gain a better understanding of this unexpected behavior.
When comparing ω/π0 ratios covering three orders of magnitude in center-of-mass
energy, a slight hint of a possible energy dependence of the ω/π0 ratio is observed.
Specifically, analyses performed at LHC energies, including the one presented in this
thesis, measure the ω/π0 ratio to be smaller than measurements at lower center-of-mass
energy at PHENIX. As this trend is not significant with the limited available statistics,
additional investigations into the existence and the underlying reason for such an energy
dependence are believed to be beneficial. Concluding this analysis, the first measured
nuclear modification factor of ω mesons is extracted within the transverse momentum
range of 2.2 GeV/c ≤ pT < 20 GeV/c. As the modification factor is compatible with unity,
no nuclear modification is observed within the uncertainties.

A preliminary version of the results presented in this thesis was approved by the ALICE

collaboration, and a publication on these results by the ALICE Collaboration is currently
under preparation. Building upon this analysis, three aspects have been identified, which
could further expand the significance of ω meson measurements in pp and p–Pb collisions
in order to address the above-mentioned open issues:

1. Besides the analyzed MB events, the p–Pb data set furthermore includes a significant
number of events triggered by the EMCal on the condition of highly energetic
clusters in the EMCal. A dedicated analysis of these events could not only increase
the precision of the existing measurement but also expand the measurement to
higher transverse momenta.

2. Following a similar objective, the π0 reconstruction methods could be expanded by
the merged EMCal method, in which neutral pions with high transverse momenta
are identified from elliptical clusters containing both decay photons [Ach+22].

3. Another promising approach to enhance the significance of the measurement lies in
the discrimination between ω mesons and background using machine learning, as
currently under development for the η′ reconstruction also through the three pion
channel [Gli].

With the ω meson production measured at the LHC in pp and p–Pb collisions, the mea-
surements could also be expanded to Pb–Pb collisions, thereby providing insights into
the properties of the QGP through the production and properties of ω mesons in Pb–Pb

collisions. Regardless of their exact approach, all upcoming analyses on ω meson produc-
tion stand to profit from the extensive detector upgrades to the ALICE detector that were
installed between 2018 and 2020, allowing for data taking at much higher interaction
rates, and thereby drastically reducing statistical uncertainties of future measurements.
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a.1 runlists

pp: LHC15n (Data) and LHC17e2+LHC18j3 (MCs)

• PCM, PCM-EMCal & EMCal: 244340, 244343, 244351, 244355, 244359, 244364, 244377,
244421, 244453, 244456, 244480, 244481, 244482, 244483, 244484, 244531, 244540,
244542, 244617, 244618, 244619, 244626, 244627, 244628

pp: LHC17pq (Data) and LHC17l3b+LHC18j2 (MCs)

• PCM: 282008, 282016, 282021, 282025, 282030, 282031, 282050, 282051, 282078, 282098,
282099, 282118, 282119, 282120, 282122, 282123, 282125, 282126, 282127, 282146,
282147, 282189, 282206, 282224, 282227, 282229, 282230, 282247, 282302, 282303,
282304, 282305, 282306, 282307, 282309, 282312, 282313, 282314, 282340, 282341,
282342, 282343, 282367, 282366, 282365

• (PCM-)EMCal: 282343, 282342, 282341, 282340, 282314, 282313, 282312, 282307, 282306,
282305, 282304, 282303, 282302, 282247, 282230, 282229, 282227, 282224, 282206,
282189, 282147, 282146, 282126, 282123, 282122, 282119, 282118, 282099, 282098,
282078, 282051, 282031, , 282025, 282367, 282366, 282365

p–Pb: LHC16qt (Data) and LHC18f3 (MC)

• PCM: 265525, 265521, 265501, 265500, 265499, 265435, 265427, 265426, 265425, 265424,
265422, 265421, 265420, 265419, 265388, 265387, 265385, 265384, 265383, 265381,
265378, 265377, 265344, 265343, 265342, 265339, 265338, 265336, 265335, 265334,
265332, 265309, 267166, 267165, 267164, 267163

• (PCM-)EMCal: 265525, 265521, 265501, 265500, 265499, 265427, 265426, 265425, 265424,
265421, 265420, 265419, 265388, 265387, 265384, 265383, 265378, 265344, 265343,
265342, 265339, 265338, 265336, 265335, 265334, 265332, 265309, 267166, 267165,
267164, 267163
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a.2 unexpected tof signals

As described in section 4.1, the distribution of velocities β measured by the TOF detector
shows two accumulations above one, as depicted in figure A.1a. Excluding the possibility
of the improbable accidental discovery of tachyons, these shapes were traced back to
detector effects. While these explanations are not proven to cause these accumulations,
they have been derived from plausible assumptions and can quantitatively describe the
observed shapes, as described in the following.

pile-up For the recorded data, bunches pass through ALICE every 200 ns. During these
bunch crossings, particles are produced both in head-on collisions but also in interactions
with the rest gas in the beam pipe. When a collision takes place, but a particle from a
previous bunch crossing is already moving through ALICE, this particle could reach the
TOF cylinder up to 200 ns earlier, than any particle produced in the actual collision. In
other words, the start time for the TOF signal of this first particle would be triggered one
bunch crossing later and therefore ∆t =200 ns too late. This would falsely increase the
velocity of the particles by approximately

∆βpile-up =
RTOF

∆t
=

3.7 m
200 ns

= 0.06. (A.1)

This shift would therefore correspond to a duplicate of every particle species band in
the TOF velocity plot, shifted upwards by 0.06. To test, whether this effect is observed
and can even explain one of the unexpected accumulations in the velocity distribution, a
shifted version of the pion band is included in purple in figure A.1a. One observes good
qualitative agreement between the calculated and observed shapes, especially at high
pT. While this shifted band would also be expected for the other species, they are not
visible in figure A.1a, as these other particles are produced in much smaller quantities
and therefore their pile-up band does not stand out from the background.

mismatched pion tracks To assign the velocity to a given track, it has to be
matched with the correct corresponding TOF cluster. To qualitatively describe one effect
of a track-TOF cluster mismatch, one can consider the concrete mismatch depicted in
figure A.1b. This example corresponds to a slow pion (p ∼ 0.5GeV/c) and another fast
(p ∼ 5GeV/c) particle produced in the same collision, reaching the TOF in close proximity.
As the radius of a particles trajectory in a magnetic field is proportional to its velocity,
the slow pion would fly in a considerably curved trajectory sπ according to the radius
rπ, while the trajectory of the fast particle can be approximated by a line of length RTOF.
Based on this example shown in figure A.1b, one can quantify the falsely measured
velocity when the track of the slow pion is matched to the TOF cluster of the fast particle.
In equation A.2, one first calculates the radius rπ of the slow-moving pion based on the
equality of the centrifugal and the Lorentz force acting on the pion. Equation A.3 then
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(a) Measured velocities of charged particles by TOF including two lines
explaining the two observed unexpected accumulations above unity

(b) Example of a TOF-track
mismatch

Figure A.1: Measured velocities by the TOF detector (left) and a schematic drawing of an explana-
tion for one of the observed false signals (right)

describes the angle α, that the pion travels through on its circular trajectory sπ. Finally,
equation A.4 utilizes the first two in order to quantify the velocity of the track of the slow
pion, which was mismatched to the other particles TOF cluster.

FL = qvB !
=

v2

rπ
m = FC ⇒ rπ =

p
qB

(A.2)

sin
(α

2

)
=

RTOF

2rπ
⇒ α = 2 arcsin

(
RTOF

2rπ

)
(A.3)

β =
sπ

tc
=

αrπ

RTOF
=

2p
qBRTOF

arcsin
(

qBRTOF

2p

)
(A.4)

Inserting the known variables qπ = e (see 1.1), B = 0.5 T (see 2.2), and R = 3.7 m (see
2.2.4), the velocity of mismatched pion tracks can be approximated as:

βmismatch =
3.6 p

GeV/c
arcsin

(
1 GeV/c

3.6p

)
. (A.5)

This velocity is expected to be falsely measured when a pions track is mismatched to
the TOF cluster of any faster particle. The orange line in figure A.1a shows how this
effect can qualitatively describe the second accumulation of particles with measured
velocities larger than c. One can see how the velocity increase with decreasing momentum
is well described by equation A.5, corresponding to increasing curvature of the particles
trajectory. This considerable fraction of mismatched pions underlines the TOF rejection
procedure described in section 4.1 compared to a selection-based approach, as these
mismatched pions should still be included when reconstructing ω meson candidates.
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a.3 pion and photon observables in pp collisions

1

10

210

310

410

510

610

1−10 1−10×2 1 2 3 4 5 6 7 10 20
)c (GeV/p

0

20

40

60

80

100

120

140

160

180

200

 (
a.

u
.)

x
/d

E
T

P
C

 d

e

µ
π

K p d t ALICE work in progress

 = 5.02 TeVNNspp, ±π
±π
±π
±π
±π
±π
±π

(a) Energy loss dE/dx in the TPC

1

10

210

310

410

510

610

1−10 1−10×2 1 2 3 4 5 6 7 10 20
)c (GeV/p

0.5

0.6

0.7

0.8

0.9

1

1.1

1.2β

e

µ

π K p d t

ALICE work in progress

 = 5.02 TeVNNspp, 

(b) Measured velocity β in the TOF

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
2
longσ

1

10

210

310

410

510

610

710

810cl
s.

N ALICE work in progress
γγ-π+π→0π-π+π→ω

 = 5.02 TeVNNspp, 

's rec. with EMCalγ

02Cluster M
 cut02M
 variationsmax

02M

(c) Shower shape σ2
long of EMCal clusters

310

410

510

0.2− 0.15− 0.1− 0.05− 0 0.05 0.1 0.15 0.2
η∆

0.2−

0.15−

0.1−

0.05−

0

0.05

0.1

0.15

0.2φ∆ ALICE this thesis
γγ-π+π→0π-π+π→ω

 = 5.02 TeVNNspp, 

's rec. with EMCalγ

(d) Distance of matched tracks to EMCal clusters

1−10 1−10×2 1 2 3 4 5 6 7 8 10 20
)c (GeV/p

0.4

0.5

0.6

0.7

0.8

0.9

1

± π ε
, ± π

P

ALICE this thesis
γγ-π+π→0π-π+π→ω

 = 5.02 TeVNNsPb, −p

w
ith

ou
t T

O
F

w
ith

 T
O

F

±πPurity P
±πεEfficiency 

 
 

(e) Efficiency and purity of the reconstructed charged
pions in p–Pb collisions

0 2 4 6 8 10 12 14 16 18 20
)c (GeV/ω

T
p

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1ω T
p/〉0 π T

p〈

ALICE this thesis
 = 5.02 TeVspp, 

γγ-π+π→0π-π+π→ω

Error bars: mean uncertainty
Boxes: standard deviation

 PCM
 EMCal
 PCM-EMCal

(f) ω pT fraction of the π0, extracted from the proper-
ties in the pp MC simulation.

Figure A.2: Observables of the pion reconstruction in pp collisions.
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Figure A.3: Invariant mass distributions of all photon pairs in each event of the pp dataset as a
function of transverse momentum for the three different reconstruction methods. For
the subsequent ω meson reconstruction, only pion candidates in the pT dependent
mass range between the red, dotted lines were selected.
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a.4 uncertainties
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(b) PCM in p–Pb
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(c) PCM-EMCal in pp
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(d) PCM-EMCal in p–Pb
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Figure A.4: Contributions to the systematic uncertainty of the ω meson production cross section
for the three reconstruction methods and two collision systems
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(b) RpPb with PCM-EMCal
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Figure A.5: Contributions to the systematic uncertainty of the nuclear modification factor RpPb

for the three reconstruction methods
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a.5 invariant-mass distributions

PCM in pp
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(a) Invariant-mass histograms in data using PCM in pp collisions
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(b) Invariant-mass histograms in MC using PCM in pp collisions

Figure A.6: Invariant mass histograms in the different pT intervals showing the distribution of
ω-candidates, their background description, and the resulting signal. The background
was fitted in the region of the solid horizontal line and the signal was then integrated
within the dotted vertical lines
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(a) Invariant-mass histograms in data using PCM in p–Pb collisions
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(b) Invariant-mass histograms in MC using PCM in p–Pb collisions

Figure A.7: Invariant mass histograms in the different pT intervals showing the distribution of
ω-candidates, their background description, and the resulting signal. The background
was fitted in the region of the solid horizontal line and the signal was then integrated
within the dotted vertical lines.
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(a) Invariant-mass histograms in data using PCM-EMCal in pp collisions
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(b) Invariant-mass histograms in MC using PCM-EMCal in pp collisions

Figure A.8: Invariant mass histograms in the different pT intervals showing the distribution of
ω-candidates, their background description, and the resulting signal. The background
was fitted in the region of the solid horizontal line and the signal was then integrated
within the dotted vertical lines.
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(a) Invariant-mass histograms in data using PCM-EMCal in p–Pb collisions
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(b) Invariant-mass histograms in MC using PCM-EMCal in p–Pb collisions

Figure A.9: Invariant mass histograms in the different pT intervals showing the distribution of
ω-candidates, their background description, and the resulting signal. The background
was fitted in the region of the solid horizontal line and the signal was then integrated
within the dotted vertical lines.
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(a) Invariant-mass histograms in data using EMCal in pp collisions
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(b) Invariant-mass histograms in MC using EMCal in pp collisions

Figure A.10: Invariant mass histograms in the different pT intervals showing the distribution of ω-
candidates, their background description, and the resulting signal. The background
was fitted in the region of the solid horizontal line and the signal was then integrated
within the dotted vertical lines.
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(a) Invariant-mass histograms in data using EMCal in p–Pb collisions
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(b) Invariant-mass histograms in MC using EMCal in p–Pb collisions

Figure A.11: Invariant mass histograms in the different pT intervals showing the distribution of ω-
candidates, their background description, and the resulting signal. The background
was fitted in the region of the solid horizontal line and the signal was then integrated
within the dotted vertical lines.
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of the significance is observed for all DCA restrictions due to the loss in efficiency.
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Background contributions using PCM
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(a) Background contributions using PCM in pp collisions
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(b) Background contributions using PCM in p–Pb collisions

Figure A.13: Breakdown of the background contributions to the invariant mass distribution for
the different pT intervals using PCM
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Background contributions using PCM-EMCal
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(b) Background contributions using PCM-EMCal in p–Pb collisions

Figure A.14: Breakdown of the background contributions to the invariant mass distribution for
the different pT intervals using PCM-EMCal
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(b) Background contributions using EMCal in p–Pb collisions

Figure A.15: Breakdown of the background contributions to the invariant mass distribution for
the different pT intervals using EMCal
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(b) Background contributions using PCM in p–Pb collisions

Figure A.16: Breakdown of the background contributions to the invariant mass distribution,
where the π+ and π− come from the same mother using PCM
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Figure A.17: Breakdown of the background contributions to the invariant mass distribution,
where the π+ and π− come from the same mother using PCM-EMCal
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Background contributions of two correlated pions using EMCal
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(b) Background contributions using EMCal in p–Pb collisions

Figure A.18: Breakdown of the background contributions to the invariant mass distribution,
where the π+ and π− come from the same mother using EMCal
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An experiment is a question which science poses to Nature,
and a measurement is the recording of Nature’s answer.

— Max Planck [Pla49]
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