Performance Studies of the Digital Pixel
Calorimeter Prototype EPICAL-2

Master Thesis
submitted on March 04, 2024 by

Johannes Keul

Institut fir Kernphysik

Goethe-Universitat Frankfurt am Main



Supervisor and first assessor: Prof. Dr. Henner Biisching

Second assessor: Prof. Dr. Christoph Blume



Contents

Introduction

Particle detection with calorimeters

1.1 Interaction of particles with matter . . . . . . . ... ... ... ... ...
1.1.1  Electromagnetic interactions . . . . . . . . . .. ... .. ... ...
1.1.2  Hadronic interactions . . . . . . . . .. ...

1.2 Electromagnetic calorimeters . . . . . . . . . .. ... ... ... ...

1.3 Semiconductor sensors . . . . . ...
1.3.1 Semiconductors . . . . . . . . ... ...
1.3.2 Silicon pixel sensors . . . . . . . . ...
1.3.3 Digital pixel calorimeters . . . . . . .. .. .. ... ...

Experimental setup

2.1 The EPICAL-2 calorimeter . . . . . . . . . . . . ... ... ... ......
2.1.1 Design and coordinate system . . . . . . ... ... L.
2.1.2  Measurement principle . . . . . . ... ...
2.1.3 The ALPIDE sensor . . . . . . . . . .. ... ... ... ......

2.2 Test-beam measurements . . . . . . . . ...
221 EPICAL-2setup . . .. .. .. . . . . .. ...
2.2.2 DESY . . .
223 CERN-SPS . . . . .

Simulation

3.1 Implementation of the EPICAL-2 in Allpix® . . ... ... ... ......

3.2 Modeling the test-beam data . . . . . . . ... ... ... ...
3.2.1 Influence of tine . . . . . . .
322 Tuningof tine . . . . . . .

3.3 Simulation compared to test-beam data . . . . . .. ...
3.3.1 Clustersize . . . . . . . . . . . . ..
3.3.2 Detector response . . . . . ... L
3.3.3 Emergy resolution . . . . . .. ... Lo

3.4 Simulation of an enlarged EPICAL-2 . . . . . . . ... ... ... .....

10
11
13
14
17
18

19
19
19
21
21
23
23
24
25



4 Data analysis
4.1 Datasets . . . . . . e
4.2 Clustering . . . . . . . . .
4.3 Corrections . . . . . . ...
4.3.1 Pixel masking . . . . . .. ...
4.3.2 Alignment and inclination . . . . .. ... ... 0000
4.3.3 Calibration . . . . . . .. ...
4.4 Selections . . . . . ..
4.4.1 Event selection for DESY data . . . . . .. .. .. ... ... .. ..
4.4.2 Event selection for CERN-SPS data . . . . .. ... ... ... ...
4.5 Run quality analysis . . . . . . . ... L
4.5.1 Clustersize . . . . . . . . . .
4.5.2 Detector response . . . . . . ..o
4.5.3 Longitudinal shower maximum . . . . . . .. . ... ... .. ...
5 Results
5.1 Saturation and angular cluster-enlargement . . . . . . . . .. .. ... ..
5.2 Measure of linearity . . . . . . . . ...
5.3 Back-bias voltage variations . . . . .. .. ... oo
5.3.1 Average clustersize . . . . . .. ...
5.3.2  Detector response and linearity . . . . . . . ... ... ... ...
5.3.3 Energy resolution . . . . .. ... L oo
54 Radial cuts . . . . ..
54.1 Outerradial cut . . . . . . ... .. ...
54.2 Innerradialcut . . . . . .. ..o
5.5 Leakage . . . . ..
5.5.1 Pixel-hit profiles of the EPICAL-2 and EPICAL-2L . . . .. .. ..
5.5.2 Average cluster size . . . . . ... ... Lo L
5.5.3 Detector response and linearity . . . . . . ... ... ... ... ..

5.5.4  Emergy resolution
Summary and outlook
Appendix
Bibliography

Acknowledgements

41
41
43
43
43
44
46
47
47
49
o4
o4
95
95

57
57
o8
58
29
60
62
63
64
68
71
72
75
76
78

81

83

87

90



Introduction

Calorimeters are vital components for energy measurements in high-energy physics exper-
iments. Their design has experienced conceptual developments in recent years: Among
newer technologies are so-called monolithic active pixel sensors (MAPS), commonly used
in high-energy physics experiments for tracking charged particles. The use of MAPS in
calorimetry as a novel concept is under current exploration. Such a calorimeter based on
MAPS, called a digital pixel calorimeter, has unique features setting it apart from other
calorimeter architectures: As an example, the separation of two electromagnetic showers
in close proximity and higher position resolution compared to other calorimeter designs.
Due to these unique features, the inclusion of fully or partially digital calorimeters in
high-energy physics experiments is foreseen. A partially digital calorimeter under current
development is the forward calorimeter (FoCal), which is outlined to be operational as
part of the ALICE experiment at CERN in 2027. Digital pixel calorimeters have various
potential applications even beyond high-energy physics experiments, as in medical appli-
cations: In a system for proton computed tomography, digital pixel calorimeters could
be implemented for simultaneously measuring the energy and reconstructing the tracks
of particles [Alm20]. The wide range of applications and unique characteristics of digital
pixel calorimeters foster the need to study the potentials and limits of the technology and
to improve its performance.

This thesis focuses on a digital pixel calorimeter prototype named EPICAL-2. The per-
formance of the EPICAL-2 is investigated under three different aspects: the influence of
back-bias voltage, radial cuts, and leakage. Test-beam data recorded with the EPICAL-2
at the DESY and CERN-SPS test-beam facilities is analyzed. In addition to the test-
beam data, a Monte Carlo simulation of the EPICAL-2 is performed and studied: The
EPICAL-2 is implemented in the state-of-the-art pixel detector simulation framework
Allpix?. Analyses of the simulation allow examining the behavior of digital pixel calorime-
ters beyond the test-beam measurements with the EPICAL-2. One goal of the studies
presented in this thesis is the exploration of methods to improve the performance of the
EPICAL-2 via modifications in the hardware (back-bias voltage) and software (radial
cuts). A further goal of this work is to gain knowledge about the impact of leakage on
the performance of the EPICAL-2.

The first chapter of this thesis introduces physical and technological concepts relevant to

digital pixel calorimeters. The second chapter outlines the EPICAL-2 and test-beam fa-



cilities DESY and CERN-SPS. The third chapter presents the implementation and results
of the EPICAL-2 simulation in the Allpix? framework. The fourth chapter presents the
recorded data sets and details essential data analysis steps such as clustering, corrections,
selection, and data quality analysis. The fifth chapter presents the results of the three
distinct studies of the EPICAL-2’s performance, which were carried out in the scope of
this thesis.



Chapter 1

Particle detection with calorimeters

Particle detectors are an important tool to study particles like high-energy photons, lep-
tons, or hadrons. Particle detectors generate signals from the interaction of particles with
matter. Electromagnetic interactions are often exploited for particle detection, e.g., in the
energy measurement of photons and electrons or the tracking of charged particles. The
energy measurement of hadrons relies on the strong interaction, and the weak interaction
is exploited for the measurement of neutrinos. A type of particle detector dedicated to
the measurement of a particle’s energy is called a calorimeter. This thesis focuses on a
so-called digital pixel calorimeter that facilitates sensors based on silicon for the genera-
tion of signals.

To introduce the physical processes present and the technology employed in the calorime-
ter studied in this work, this chapter presents a selection of processes in which particles
interact with matter and introduces several characteristics of calorimeter performance.

Furthermore, particle detection and calorimetry with semiconductor sensors are discussed.

1.1 Interaction of particles with matter

This section presents a selection of electromagnetic and hadronic interaction processes

relevant to the measurements analyzed in this thesis.

1.1.1 Electromagnetic interactions

The particles participating in electromagnetic interactions are photons and charged par-

ticles like electrons, positrons, and certain hadrons.



100 I IIIIIII| T TTTTJ [ IIIIIIII T T TTTT

pair production
dominant

photo effect
80 dominant

40 -

Compton effect
dominant

20 —

Z of absorber material

O | IIIIIII| | IIIIIII| | IIIIIII| 1|

0.01 0.1 1 10 100
Photon energy [MeV]

Figure 1.1: Regions on the (E,, Z) plane in which different photon interaction processes
are dominant [Kr621].

Photons:
Amongst the multiple ways a photon can interact with matter, three interactions are
particularly important in the context of particle detectors: the photoelectric effect, the
Compton scattering, and pair production.
During a photoelectric effect, the participating photon transfers its entire energy to an
electron in the shell of an atom. If the energy £, of the photon is larger than the binding
energy Fp of the electron, the transfer of energy results in the emission of the electron
with the kinetic energy T, which is referred to as ionization. T is calculated via the
following equation [KW20]:

T=FE,—Ep (1.1)

During Compton scattering, a photon with the energy E, is scattered elastically on a free
or quasi-free electron in a material. Electrons in an atom’s shell are treated as quasi-free
when FE, > Ep applies. The energy E/ of the photon after the Compton scattering
depends on the scattering angle ., and is given by [KW20:

E B

= 1.2
7 14+€(1—cosb,) (1.2)

with € = E, /mec®, where m, denotes the electron mass and ¢ the speed of light in a

vacuum. The kinetic energy T' of the emitted electron is given by [KW20]:
T=E,—E, (1.3)

The conversion of a photon into an electron e~ and a positron e in the electric field

of a nucleus is referred to as pair production. The photon’s energy is converted into



the mass 2m, and kinetic energy of the generated e™-e -pair and kinetic energy of the
nucleus. However, the kinetic energy of the nucleus can usually be neglected since the
nucleus is much heavier than the e™ and e~. The minimum photon energy required for
pair production is calculated as [KW20]:

E, > 2m.c* = 1.022 MeV (1.4)

Which of these three interaction processes occurs most likely when a photon traverses a
material depends on the charge number Z of the material and on the energy £, of the
photon. Figure 1.1 shows the regions in the E,-Z-plane in which a certain interaction
process of photons with matter occure more likely than other interaction processes. For
the measurements presented in this thesis, pair production is the most relevant interaction

process of photons with matter.

Charged particles:

The two largest contributors to the energy loss of charged particles in matter are ionization
and bremsstrahlung. Both processes are relevant to the measurements presented in this
thesis.

A charged particle traversing a medium will interact with the shell electrons of the atoms
in a medium via the Coulomb force. In these interactions, the charged particle transfers
part of its kinetic energy to a shell electron, which leads to ionization or excitation of
the atoms in the medium. In case the medium is a semiconductor, the generation of
electron-hole-pairs (e-h-pairs) also contributes to the energy loss of the traversing charged
particle and can be treated like ionization. The number and energy transfer of ionizations,
excitations, and e-h-pair creations of a particle traversing a medium are statistical. For a
sufficiently high number of interactions, typically, the mean energy loss per path length
—<‘fl—f> can be calculated with the Bethe-Bloch-equation [KW20]:

o 0(By)  C(By,1)
B e (1.5)

_<dE>_ 7 2 11n2m602B272TmaX
drz/ ~ AR IE

z, B, and y are the charge, velocity, and the Lorenz factor of the traversing particle, Z,
A, and p are the charge, mass number, and density of the medium, m, is the mass of
an electron, I is the mean excitation energy of an electron in an atom in the medium,
Tinax 18 the maximum energy transfer per collision with a shell electron, ¢ is the so-called
density correction relevant at large values of 3, C'is the so-called shell correction relevant
at small values of § and K = 0.307 % is a constant.

The energy of a charged particle traversing the electric field of a nucleus decreases due
to the emission of photons from the particle. This process is called bremsstrahlung. The

energy per time dW/dt which is emitted from the particle through bremsstrahlung has
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Figure 1.2: Fractional energy loss per radiation length as a function of electron or positron
energy in lead [Winl8].

the following proportionality [KW20):

dW  Z*E

E and m describe the energy and mass of the traversing particle and Z describes the
charge number of the nucleus. Because of the inverse proportionality to the square of the
particle mass, bremsstrahlung is most important for low-mass particles like e~ and e*.

Bremsstrahlung decreases the particle’s energy E(x) exponentially as follows [KW20]:
E(z) = EyeXo (1.7)

Ey describes the initial particle energy, x denotes the thickness of the material the particle
traverses, and X is the so-called radiation length. X is material specific and describes the
length after which an electron has lost, on average, 1 — 1/e of its initial energy through
bremsstrahlung. Xy is also equal to 7/9 of the mean free path after which a photon
undergoes pair production. With an accuracy of around 2.5 %, X, can be approximated

as follows [KW20]:
716.4084  mol

- pZ(Z + 1)1n% cm?

0 (1.8)

A, Z, and p describe the mass number, charge number, and density of the material.

Figure 1.2 shows the energy loss of charged particles traversing lead as a function of
the particle’s energy for different processes. Because the energy loss via ionization has
a different energy dependence than the energy loss via bremsstrahlung, the two curves

intersect at a material-specific energy F.. FE. is called critical energy and defines the point
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Figure 1.3: Graphic of an electromagnetic shower [RLO1].

at which energy loss via ionization and energy loss via bremsstrahlung are equal [KW20]:

dFE dE
(TE)  =(Fw) (19)
ionization bremsstrahlung

For energies smaller than ., energy loss through ionization is larger than the energy loss

through bremsstrahlung. For energies larger than FE., the opposite is the case.

Electromagnetic showers:

When a photon, electron, or positron with an energy above a few MeV enters a medium,
an electromagnetic shower develops. Figure 1.3 depicts the development of an electro-
magnetic shower in a medium. The processes through which electromagnetic shower
development is driven are pair production for photons and bremsstrahlung for leptons.
Both processes require an electric field of a nucleus with charge number Z, and their
cross-sections are proportional to Z2. Thus, a shower develops faster in a material with
a high 7, like lead or tungsten, compared to a material with a low Z. The properties
of an electromagnetic shower can be described by a model, which assumes that photons
only interact via pair production and leptons only interact via bremsstrahlung, as long
as their energy is above the critical energy E.. Under these assumptions, the maximum
number N,,.. of particles in an electromagnetic shower induced by a primary particle with
energy E and the depth t,,., in units of X, where the electromagnetic shower reaches its

maximum can be calculated as [KW20]:

E
Npax = i (1.10)
In(E/E,)
tmax W (111)

In the lateral direction, an electromagnetic shower is characterized by the Moliere radius
Ryp, which is defined as the radius of a cylinder centered at the shower axis in which 90 %

of the total energy of an electromagnetic shower is deposited. Ry can be calculated as



follows [KW20]:
22.1 MeV

E.
E. and X, are the critical energy and the radiation length of the medium. For example,
tungsten (W) has a Moliere radius of 9.327 mm [Wor22].!

Ry X, (1.12)

1.1.2 Hadronic interactions

Hadrons interact with matter mainly via hadronic interaction and, if they are charged,
ionization and bremsstrahlung. Since many different hadronic interactions are possi-
ble, their theoretical description is more difficult than that of electromagnetic processes.
The hadronic absorption length A, is defined similarly to the radiation length as follows
[KW20]:

N(z) = Noe s (1.13)

Ny is the initial number of hadrons and N(z) is the number of hadrons left after they

traverse a material of thickness z. A, can be approximated as follows [KW20]:

A

Ao A
NApUinel

(1.14)
Oinel describes the cross-section for inelastic hadronic processes, Ny is the Avogadro num-
ber, and p refers to the particle density of the traversed material. For materials with
high Z, the hadronic absorption length is typically much larger than the radiation length
[KW20]. For example, the hadronic absorption length for tungsten (W) is 99.46 mm
[Wor22].

Hadronic showers:

Hadronic showers are generated by a hadron with sufficiently high energy traversing a
medium. While two different processes dominate the development of electromagnetic
showers, hadronic-shower development is influenced by many different interaction pro-
cesses. This makes hadronic showers much more difficult to model than electromagnetic
showers. Figure 1.4 depicts a graphic of an inelastic interaction of a hadron with a nucleus
of a medium. During the interaction, the nucleus gets excited and releases most of the
energy from the excitation by emitting hadrons, which are mostly neutrons and protons.
This process is called spallation and happens at a timescale of 10722s. After the interac-
tion, most protons lose their energy by ionization. Neutrons can travel further through
the medium since they do not ionize and have a high probability of interacting with an-
other nucleus, repeating the previously described spallation processes and contributing
to the development of a hadronic shower. After the spallation, the nucleus is still in an

excited state and loses the remaining excitation energy by a process called evaporation.

!The descriptions in section 1.1.1 are based on [KW20].
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Figure 1.4: Graphic of a hadronic interaction [Leel8|.

During evaporation, the nucleus emits nucleons and nuclear fragments at timescales of
about 10~*¥s. The energy of the evaporated nucleons is about two orders of magnitude
lower than that of the nucleons emitted during spallation. Therefore, neutrons from evap-
oration usually do not induce further spallation reactions and instead are slowed down
and absorbed. During inelastic interactions between hadrons and nucleons, many light
mesons are produced, of which pions are the most frequent. One third of pions are 7°
of which 98.8% decay into two photons with a lifetime of 7,0 = 8.43 - 107!"s [Wor22].
The photons from the pion decays initiate electromagnetic showers that overlap with the

hadronic shower.?

1.2 Electromagnetic calorimeters

In nuclear and particle physics, electromagnetic calorimeters measure the kinetic energy
of electrons, positrons, or photons. In the following, the particle whose energy is mea-
sured is called the primary particle. The measurement of the energy of a particle usually
requires the deposition of all of the primary particle’s energy inside the volume of the
calorimeter. Thus, the primary particle does not exit the calorimeter and is no longer
available for further measurements. In electromagnetic calorimetry, the formation of elec-
tromagnetic showers is utilized. The particles in an electromagnetic shower induce a
signal in the calorimeter. The shower particles are called secondary particles. The precise
measurement of the energy of the primary particle requires that all secondary particles

are confined inside the calorimeter’s volume.

Electromagnetic calorimeter types:

For the measurement of the energy of a particle with a calorimeter, two steps are per-
formed: the induction of an electromagnetic shower from an incoming primary particle
and the generation of a signal from the secondary particles that is proportional to the pri-

mary particle’s energy. Depending on how these two steps are accomplished, calorimeters

2The descriptions in section 1.1.2 are based on [KW20].
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can be classified as one of two types: homogeneous calorimeters and sampling calorime-
ters.

In a homogeneous calorimeter, both steps take place in a single material. This material
needs to be dense enough to induce an electromagnetic shower while simultaneously being
able to create a signal from the secondary particles of the electromagnetic shower. In most
cases, the signal is created in the form of scintillation light. Therefore, the material must
be able to create and conduct scintillation light from charged particles. Lead tungstate
(PbWO,) is widely used for homogeneous calorimeters. Homogeneous calorimeters usu-
ally feature a better energy resolution than other types of electromagnetic calorimeters.
In sampling calorimeters, the induction of an electromagnetic shower and the measurement
of secondary particles take place in different components. A passive medium with a high
Z and low X, is used to generate the electromagnetic shower. This allows the calorime-
ter to feature a small depth while still containing the electromagnetic shower. Materials
such as lead (Pb) or tungsten (W) are most commonly employed for this task. An active
medium with usually a lower Z than the passive medium is required to measure the sec-
ondary particles. A wide variety of different technologies are employed for the detection
of secondary particles in calorimeters. These include scintillators, ionization chambers,
proportional chambers, and, recently, silicon pixel sensors. Sampling calorimeters can be
designed in multiple ways: in a sandwich design, active and passive layers are arranged
alternately in a stack. Other design options are shashlik and spaghetti designs. The
shashlik design is similar to the sandwich design but features a light-conducting fiber that
runs perpendicular to the absorber and scintillator plates. The spaghetti design features
a block of absorber material through which fibers of scintillating material pass through.
The advantage of most sampling calorimeter designs over homogeneous calorimeters is
the ability to measure the shower shape in the longitudinal or lateral direction, which

allows one to distinguish between electromagnetic and hadronic showers.

Performance of electromagnetic calorimeters:

A calorimeter’s three most important performance characteristics are linearity, energy
resolution, and position resolution. The Linearity and energy resolution are most relevant
for this thesis. The performance characteristics are introduced in the following.

In a perfect electromagnetic calorimeter, i.e. an infinitely large calorimeter with 100 %
detection efficiency and no saturation effects, one expects the amplitude S of the signal
the calorimeter produces to be proportional to the energy E of the primary particle as S

and F are linked via the following linear dependencies:
E & Ngee X Nyeccn X S (1.15)

Ngec 1s the number of secondary particles in the shower and Ngeccn is the number of

charged secondary particles. The linear dependence between S and E is not exactly met

12



in a real calorimeter, caused by, for example, the leakage of secondary particles outside
of the calorimeter volume and the saturation of large signals. The degree to which S
depends linearly on E is called linearity and is an important performance characteristic
of an electromagnetic calorimeter.

The energy resolution is defined as og/F, where o is the uncertainty on the energy mea-
surement of the primary particle. Usually, calorimeters with a low energy resolution are
desirable as they feature a more precise energy measurement than calorimeters with high
energy-resolution values. In the above-mentioned perfect calorimeter, the energy resolu-
tion is determined only by statistical fluctuations of the number of secondary particles
and can be calculated as follows [KW20]:

OE vV Nsec o 1 1

— X

E > Nee VNe VE

In a realistic calorimeter, additional effects with different energy dependencies increase the

(1.16)

energy resolution. The dependence of the energy resolution on F is generally expressed
as follows [KW20]:

U—EE: a—2+g—22+02 (1.17)
a is a parameter describing the influence of stochastic fluctuations in the shower develop-
ment, b describes the influence of electronic noise on the energy resolution, and ¢ describes
the influence of electronic and mechanical imperfections and leakage on the energy reso-
lution. While the noise term becomes most important at low energies, the constant term
becomes most important at high energies.
Besides the energy measurement, with most calorimeters, the position where the primary
particle hits the calorimeter can be measured. The degree to which the position of the
primary particle can be resolved is called position resolution. For a calorimeter to deliver
information about the primary particle’s position, it has to be segmented laterally. The
position resolution depends mainly on the size of each segment. A more accurate position
measurement can be achieved when the electromagnetic shower spreads over multiple seg-
ments compared to when it is confined to a single segment. Electromagnetic calorimeters
can usually achieve position resolutions of a few mm. However, with the application of

silicon pixel sensors in calorimeters, position resolutions of a few pwm can be reached.?

1.3 Semiconductor sensors

This thesis focuses on a calorimeter that facilitates semiconductor sensors for the gener-
ation of signals induced by charged particles. This section presents the general physics
principles of semiconductors and introduces silicon pixel sensors, a type of semiconductor

sensor. Finally, digital pixel calorimeters are described.

3The descriptions in section 1.2 are based on [KW20].
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1.3.1 Semiconductors

Solid materials can be categorized into three types according to their conductivity: con-
ductors, semiconductors, and isolators.

Due to most solids’ dense and periodic structure, some energy levels occupyable by elec-
trons group so closely that they can be combined into energy bands, which are separated
by a band gap. The two highest bands are called the valence band (VB) and the conduc-
tion band (CB). The conductivity of a solid depends on the gap between VB and CB.
Conductors feature overlapping VB and CB; isolators have band gaps > 9eV, and semi-
conductors typically feature a band gap of a few eV (1.12eV for silicon [KW20]).
Semiconductors typically feature a resistivity between 1072 and 10® Qcm [KW20]. Semi-
conductors can either be made of a single element, e.g., silicon (Si) or germanium (Ge), or
of a compound of different elements, e.g., gallium arsenide (GaAs) or cadmium telluride
(CdTe). Of these, silicon is the most widely used.

In semiconductors, the so-called Fermi level, defined as the energy at which a hypothetical
energy state would be occupied with a probability of 50 %, is usually between the VB and
CB. The excitation of electrons from the VB to the CB is possible either thermally or
through an external electric field. The latter case applies when a charged particle tra-
verses a semiconductor. Through the excitation of an electron into the CB, a free electron
and a hole (e-h-pair) are created, which can both be treated as free charge carriers. The

e-h-pairs contribute to the conductivity of the semiconductor.

Doping:

The process of altering the physical properties of a semiconductor by introducing im-
purities is known as doping. By doping a semiconductor, its properties can be changed.
Impurities in the form of pentavalent atoms, such as Phosphorus (P), Nitrogen (N), or Ar-
senic (As), are called n-type doping. If pentavalent atoms are introduced into a tetravalent
semiconductor, they occupy spots in the crystal lattice that atoms of the semiconductor
would have filled in an undoped case. Four of the five valence electrons of the introduced
pentavalent atom bond with the four surrounding semiconductor atoms, and the fifth
valence electron remains bound to the pentavalent atom. Therefore, the fifth valence
electron can be excited into the CB, which results in the pentavalent atom being an elec-
tron donor. Therefore, in n-type semiconductors, the Fermi level is shifted towards the
CB. On the other hand, doping with trivalent atoms such as Boron (B), Gallium (G), or
Indium (In) is called p-type doping and has the opposite effect to n-type doping. When a
trivalent atom is introduced into the crystal lattice of a semiconductor, its three valence
electrons bond with three of the four surrounding semiconductor atoms. Thus, a hole is
left between the trivalent atom and one of the neighboring semiconductor atoms. There-
fore, p-type doping introduces electron acceptors into the semiconductor, which shifts the
Fermi level towards the VB.

14



space
charge
region

neutral region neutral region

A holes
c electrons
0
©
=
o3 p-doped n-doped
S8
3=
©
o
>
T
Q T Charge
T
ET Electric field
T
% Voltage AV built-in
voltage
_____________ Y. T

Figure 1.5: Graphic of a p-n junction and the distributions of the charge carrier concen-
trations, charge, electric field, and built-in voltage [Wik23c].

Junctions:

Many junctions with unique physical properties are possible between semiconductors and
other solids. The junction between a p-type and a n-type semiconductor (p-n junction)
is most interesting for detector applications. When a p-type and a n-type semiconductor
are in contact with each other with an undisturbed crystal lattice at the contact surface,
the abundance of electrons in the n-type region compared to the p-type region leads
to a diffusion of electrons from the n-type region towards the p-type region, where the
electrons combine with holes. Simultaneously, holes travel from the p-type region to the
n-type region, where they combine with electrons.

Figure 1.5 shows the distributions of the charge, the electric field, and the voltage of a p-n
junction. The diffusion of electrons and holes leads to the formation of a zone without
charge carriers called depletion region. Inside the depletion region, the semiconductor
is no longer neutrally charged. Instead, in the n-type region of the depletion region,

a positive charge accumulates, and in the p-type region, a negative charge builds up.

15
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Therefore, the depletion region is also called the space charge region. Due to the non-zero
space charge inside the depletion region, an electric field is generated, and a voltage Vg,
called the built-in voltage, is present. The size x, of the depletion region inside the p-type
region can be calculated as follows [KW20]:

2660 ND
T \/ € b NA(ND+NA) ( )

x, depends on the doping concentrations Np and Ny of the n-type and p-type regions, the
permittivity e of the semiconductor and the built-in voltage. The size x, of the depletion

region inside the n-type region can be calculated as follows [KW20]:

2¢€p Ny
Ty = Vi 1.19
\/ e " Np(Np + Na) (1.19)

Bias voltage:

An external voltage Vpias, applied to a p-n junction, is called bias voltage. Figure 1.6
shows the current flowing through a p-n junction as a function of the bias voltage. If the
external voltage is positive in the p-type region relative to the n-type region, it is called
forward-bias voltage. Under a forward-bias voltage, more electrons diffuse from the n-type
region to the p-type region and more holes from the p-type region to the n-type region
than without external voltage. This decreases the size of the depletion region. A forward-
bias voltage will induce a current flow through the p-n junction. An external voltage

in the opposite direction than the forward-bias voltage is called reverse-bias voltage or
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back-bias voltage. It has the opposite effect as the forward-bias voltage and extends
the depletion region. If the back-bias voltage is larger than the breakdown voltage Vp,
which is a parameter specific to a p-n junction, no current except for the constant leakage
current I, flows. For Vgi.s < Vg, a current larger than I, flows. Most p-n junctions are
not designed to operate below Vg and would be damaged in that case. The behavior of a
p-n junction under an external voltage implies, that for Vgi.s > Vi current can only flow
in one direction, except for the leakage current. Therefore, a p-n junction represents a
diode.

To calculate the depth of the depletion region under an external voltage, one can use
equation 1.19 and 1.18 and substitute Vi; with Vi; — Vi, In that case, Vij.s must be
defined in a way that it has positive values under forward-bias voltage and negative values

under back-bias voltage.?

1.3.2 Silicon pixel sensors

Silicon pixel sensors are widely used to detect particles. Their most common application
is the reconstruction of particle tracks. However, other use cases of silicon pixel sensors,
e.g., calorimetry, are possible. The use of silicon pixel sensors in a calorimeter is explored
in this work.

Silicon pixel sensors contain a plane with a matrix of rectangular or, in some cases,
hexagonal pixels, of which each usually contains one diode. A silicon pixel sensor delivers
information about the location of a particle traversing the sensor in the form of pixel
hits. To achieve this, silicon pixel sensors utilize the generation of e-h-pairs by a charged
particle traversing the silicon. In most silicon sensors, e-h-pairs are generated inside or
near the depletion region of one or more of the pixel’s diodes. The diodes collect the
charge carriers liberated by the passing particle and generate an analog voltage signal.
This analog signal is then transformed into a digital signal.

The most common types of silicon pixel sensors are hybrid pixel sensors and monolithic
active pixel sensors.

Hybrid pixel sensors have two components: A sensor part, made of silicon, containing
the pixel matrix, and a readout part containing the electronics to transform and store
the signals generated by the pixel’s diodes. The readout part usually has the same grid
structure as the pixel matrix and is bonded on top of the sensor part.

Pixel sensors where the sensor part and readout part are located on the same piece of
silicon are called monolithic active pixel sensors (MAPS). MAPS have several advantages
compared to hybrid pixel sensors: MAPS require up to one order of magnitude less mate-
rial than hybrid pixel sensors, improving the position resolution in tracking applications
due to reduced particle scattering on the sensors. In most cases, MAPS are cheaper than

hybrid pixel sensors since the time-consuming and expensive process of bonding the read-

4The descriptions in section 1.3.1 are based on [KW20], [Wik23c], and [Wik23a].
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out part to the sensor part is not required to manufacture MAPS. The functionality of a
specific model of MAPS will be discussed in detail in section 2.1.3 on the example of the
so-called ALPIDE sensor.”

1.3.3 Digital pixel calorimeters

Although MAPS are usually used for tracking, applying MAPS in calorimeters is also
possible. The possibility of including partial or fully digital calorimeters that rely on
MAPS for signal generation in large-scale experiments is currently being explored [Peil8|:
One example is the proposed ALICE FoCal detector [Peil8]. In preparation for the
inclusion of digital pixel calorimeters in large-scale experiments, several prototypes of
digital pixel calorimeters are studied. Studies with these prototypes already proved that
energy measurements with a digital pixel calorimeter are possible. Two examples of
such prototypes are the so-called EPICAL-1 [Peil8] and EPICAL-2 [Alm23]. This thesis
focuses on the EPICAL-2. A detailed description of this particular digital pixel calorimeter
prototype is presented in the next chapter.

Digital pixel calorimeters often have better position resolution compared to most other
calorimeters due to the pixel size in MAPS being smaller than the lateral segmentation
of most other calorimeters. Furthermore, in most digital pixel calorimeters, it is possible
to study the development of particle showers and to distinguish electromagnetic showers
from hadronic showers. This is further discussed in section 4.4.2. Another unique ability
of digital pixel calorimeters is the separation of two electromagnetic showers down to
distances smaller than the Moliere radius of the absorber material utilized in the digital

pixel calorimeter.

®The descriptions in section 1.3.2 are based on [KW20].
6The descriptions in section 1.3.3 are based on [KW20], [Peil8], and [Alm23].
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Chapter 2

Experimental setup

This work focuses on studies with a digital pixel calorimeter prototype named EPICAL-2.
Specifically, data recorded with the EPICAL-2 during two test-beam campaigns and sim-
ulations of the EPICAL-2 are analyzed in the scope of this thesis. This chapter describes
the pixel calorimeter, the setup of the EPICAL-2 during data taking, and the test-beam
facilities where the data was recorded. Measurements with the EPICAL-2 have been

performed primarily in the context of [Alm23] and [Rog23a].

2.1 The EPICAL-2 calorimeter

The EPICAL-2 was developed and tested with the goal of studying the performance of
MAPS in the context of calorimetry. Research on this topic has already been done with
the predecessor of the EPICAL-2 called EPICAL-1. Compared to its predecessor, the
EPICAL-2 features improved readout time and fewer faulty pixels.

2.1.1 Design and coordinate system

The EPICAL-2 has a sandwich design that consists of 24 identical layers. Figure 2.1 shows
a graphic (left) and a photo (right) of one layer of the EPICAL-2. Each layer is composed
of one 40x40x3mm? tungsten absorber. The absorber enables electrons and photons
to interact via bremsstrahlung and pair production and, in the following, contribute to
the development of an electromagnetic shower. On two opposing edges of the tungsten
absorber 4 mm wide and 0.5 mm thick tungsten spacers are located. They are necessary
to generate a 0.5 mm thick space between the absorbers of two consecutive layers. Inside
this space, two MAPS, which are used for signal generation inside the EPICAL-2, are
placed. The sensors cover an area of 30x 30 mm?, of which 27.6x29.9mm? is sensitive.
Between the two sensors in the same layer, an approximately 100 um wide gap in the
active surface is present. Each sensor is bonded to a so-called sensor cable. Both sensor
cables of one layer are bonded to a so-called layer cable, which allows communication

between the two sensors in a layer and the readout electronics.
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Figure 2.1: Graphic (left) and photo (right) of one layer of the EPICAL-2 [Alm23].
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Figure 2.2: Graphic of the EPICAL-2 (left) [Alm23], illustration of the EPICAL-2 coor-
dinate system in the lateral plane (center), and illustration of the EPICAL-2 coordinate
system in the longitudinal direction (right).

Figure 2.2 (left) presents a graphic of the EPICAL-2. The 24 layers are stacked on each
other and numbered consecutively from 0 to 23, with layer 0 standing out as the only
layer with no absorber in front of the sensors. The direction in which the layer cables
protrude from the layer stack alternates between the layers. Therefore, all layer cables
from even-numbered layers connect to a so-called interface board on the left side of the
EPCIAL-2, and all layer cables from odd-numbered layers connect to another interface
board on the right side of the EPCIAL-2. Each interface board houses the electronics
necessary to power the 24 sensors connected to it and communicate with them. The layer
stack is mounted inside an aluminum structure to stabilize it mechanically. The aluminum
structure also supports a cooling system to keep the temperature of the sensors stable.
This is necessary for consistent measurements as the behavior of the sensors is temperature
dependent.

Figures 2.2 (center) and (right) illustrate the coordinate system used throughout this
thesis to refer to positions inside the volume of the EPICAL-2. The z-y-plane of the
coordinate system, also referred to as the lateral plane, lies parallel to the active surfaces

of the sensors in one layer. The origin of the z-y-plane is located in the center of each
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layer. Locations in this plane are measured in mm. The z-axis, also referred to as the
longitudinal direction, is orthogonal to the z-y-plane. Its origin is the location of the
sensors in layer 0. Measurements along the z-axis are given as layer numbers, with one

layer corresponding to 3.5 mm.

2.1.2 Measurement principle

The energy-measurement principle of the EPICAL-2 is based on the counting of charged
particles in an electromagnetic shower induced by a primary particle. A charged particle
traversing a sensor usually results in a group of adjacent pixel hits called a cluster, as
will be discussed in section 2.1.3. Therefore, counting the number Ny;; of pixel hits or
the number N¢ys of clusters are both viable to gain the number of charged particles
in an electromagnetic shower inside the EPICAL-2. The number of charged particles
in an electromagnetic shower is proportional to the energy of the primary particle as
described in section 1.2. Given the assumption that the density of charged particles in
an electromagnetic shower is sufficiently low that neither pixel hits nor clusters induced
by different charged particles merge into a single pixel hit or cluster, Np;; and Ncps are
both proportional to the energy of a primary particle inducing an electromagnetic shower.
Therefore, in this thesis, both Ng; and N¢y.s are considered for the detector response of

the EPICAL-2, which contains information about a primary particle’s energy.

2.1.3 The ALPIDE sensor

The EPICAL-2 utilizes one of the most advanced MAPS available today, the so-called
ALPIDE sensor, which was developed for the upgrade of the inner tracking system of
the ALICE experiment at CERN [Magl6]. The sensor combines a spatial resolution of
approximately 5 um with a detection efficiency of more than 99 % and a fake hit rate of
107° per pixel readout [Magl6]. The sensor is composed of a pixel matrix with 512 rows
and 1024 columns of pixels with a pixel pitch of 26.88 um between rows and 29.24 um

2 A guard

between columns, leading to a total pixel matrix size of 13.763x29.942 mm
ring surrounds the pixel matrix, and one of the long edges of the sensor has approximately
1 mm of silicon excess besides the active area housing electronics for the sensor’s readout.
Due to the guard ring and the silicon excess, with 15x30mm?, the complete sensor is
larger than the pixel matrix.

Figure 2.3 illustrates a segment of two pixels viewed parallel to the pixel matrix. The
25 um thick active layer of a sensor, called the epitaxial layer, is located on top of a 14 pm
thick substrate layer. Above the epitaxial layer, several metal layers with a total thickness
of 11 um are located. The metal layers contain the pixel’s front-end electronics comprising
of approximately 200 transistors per pixel.

Figure 2.3 also illustrates the signal generation in a sensor: A charged particle traversing

the silicon of a sensor liberates charge carriers in the form of electron-hole-pairs (e-h-pairs).
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Figure 2.3: Ilustration of the analog-signal generation in an ALPIDE sensor [RK19].

The charge carriers diffuse inside the p-type doped epitaxial layer. The deep p-well and
substrate feature stronger p-type doping compared to the epitaxial layer. Therefore, an
electric field develops on the junction between the deep p-well and the epitaxial layer and
on the junction between the substrate and the epitaxial layer. These electric fields confine
the diffusing charge carriers inside the epitaxial layer. Fach pixel has an approximately
2 um tall and 2 pm wide structure with n-type doping called n-well or collection implant.
The collection implant and the epitaxial layer form a p-n junction with the built-in volt-
age Vrst, which generates an electric field inside the depletion region surrounding the
collection implant. When electrons diffusing in the epitaxial layer reach this electric field,
they drift toward the collection implant and are eventually collected by it. This leads to
an accumulation of negative charge on the collection implant. Since the collection implant
has a capacitance C', the collected charge () generates a signal in the form of a negative
voltage Vgiz = QQ/C. A noteworthy feature of the sensor is the so-called charge sharing,
which describes the generation of signals in multiple adjacent pixels by one charged par-
ticle traversing the sensor. Charge sharing occurs because one charged particle traversing
a sensor liberates in the order of 103 charge carriers, which, due to their ability to diffuse
inside the epitaxial layer, usually spread over multiple adjacent pixels.

The sensors support the application of a back-bias voltage Vgg. As described in section
1.3.1, Vg enlarges the depletion region and thus the electric field surrounding the collec-
tion implant. Therefore, the region where the electrons drift increases with Vgg, leading
to reduced charge sharing. A study on the influence of back-bias voltage on the perfor-
mance of the EPICAL-2 is conducted in the scope of this thesis and presented in section
5.3.

For completeness, the processing of the signal from a pixel’s collection implant in the front-

end electronics of the pixel is described in the following. Figure 2.4 illustrates the front-end
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Figure 2.4: Ilustration of the sensor’s front-end electronics and signal processing, based
on [Magl6].

electronics of a sensor, which amplifies, digitizes, and stores pixel signals generated at the
collection implant. The first stage of the front-end electronics continuously resets the
pixel signal. The decrease of the pixel signal from the collected charge takes place over
approximately 10 ns, which is a shorter timescale than the reset of the pixel signal, which
takes more than 100 ps. In the second stage, the signal gets amplified and reshaped, and a
digitization threshold is applied. In a sensor, the time tg;, in which a signal generated by
a charged particle is over the digitization threshold is optimized to 5 pus < tgj; < 10 us. In
the third stage, the digitized pixel signal is compared to an external strobe signal. Data
is acquired by the sensor when it receives a strobe signal. If the strobe signal overlaps
with a digitized pixel signal, the pixel registers and stores a hit. The pixel hits are stored

in a so-called event buffer until the sensor is read out.!

2.2 Test-beam measurements

Test-beam measurements with the EPICAL-2 were performed at the DESY and the
CERN-SPS test-beam facilities in the context of [Alm23] and [Rog23a]. Data from these
test-beam measurements is analyzed in the context of this thesis. First, this section de-
scribes the setup of the EPICAL-2 at the test-beam facilities. Second, the DESY and the
CERN-SPS test-beam facilities are introduced in this section.

2.2.1 EPICAL-2 setup

At both test-beam facilities, the EPICAL-2 was aligned in the beamline so that the test

beam was parallel to the z-axis of the EPICAL-2. The temperature of the sensors in

IThe descriptions in section 2.1.3 are based on [RK19], [Mag16], and [Yua21].

23



Figure 2.5: Photography of the EPICAL-2’s setup at the CERN-SPS test-beam facility
[Twi21].

the EPICAL-2 was stabilized at 20°C with a water-cooling system. Figure 2.5 depicts a
photograph of the EPICAL-2’s setup at the CERN-SPS test-beam facility. During both
test-beam campaigns, two scintillator-trigger tiles were placed approximately 35mm in
front and parallel to the active surface of layer 0 of the EPICAL-2. FEach trigger tile
features a surface area of 3x 3 cm?, therefore covering the active surface of layer 0 of the
EPICAL-2. When a particle traverses both trigger tiles, it induces coincident signals in
them. When coincident signals are measured with the trigger tiles, the sensors in the

EPICAL-2 receive a 2 us long strobe signal.

2.2.2 DESY

Data with the EPICAL-2 was recorded in February 2020 at the test-beam line TB22 of
the DESY II facility in Hamburg (Germany). The beam of TB22 at DESY II is created
as depicted in figure 2.6: Electrons or positrons of the DESY II beam hit a primary
target composed of six 7 wm thick and 30 mm long carbon fibers. At the primary target,
photons within an energy range from 0.45 GeV to 6.3 GeV are created via bremsstrahlung.
These photons travel tangentially to the beam orbit of the DESY II and leave the beam
pipe through a 0.5mm thick aluminum exit window. The photons travel 22 m through
air before they hit a secondary target made from copper or aluminum. At the secondary
target, eT-e~-pairs are created from the photons via pair production. The e™ and e~ travel
through an evacuated beam pipe until they reach a dipole magnet located 60 cm behind

the secondary target. Via the configurable strength and polarity of the dipole magnet,
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Figure 2.6: Graphic of the test-beam generation at DESY, based on [Diel9].

momentum and particle type of the test beam are selected. After passing the dipole
magnet, the selected test beam traverses a primary and a secondary collimator, which both
narrow the test beam. Finally, the test beam enters the EPICAL-2. During the test-beam
campaign with the EPICAL-2 at DESY, the primary collimator was set to 14 x 14 mm?,
and the secondary collimator was set to 12x 12 mm?. Electrons were measured at energies
ranging from 1GeV to 5.8 GeV with an energy uncertainty of 158 MeV independent of
the beam energy [Diel9).2

2.2.3 CERN-SPS

Data was recorded with the EPICAL-2 in September and October 2021 at the beam line
H6 of the CERN-SPS facility near Prévessin (France). The test beam of H6 at CERN-SPS
is generated as depicted in figure 2.7: A proton beam with an energy Fgpg prim = 120 GeV
hits a primary target made from beryllium. In reactions between the proton beam and the
beryllium target, a secondary beam composed of electrons, muons, and hadrons is created.
The secondary beam traverses a secondary target made from either 1 radiation length X
of lead or 30 Xy of copper. In the case of a copper target, a tertiary beam composed
purely of hadrons is created. In the case of a lead target, the particles from the secondary
beam lose part of their energy by interacting with the lead target. Therefore, a tertiary
beam composed of electrons, muons, and hadrons with an energy spectrum is generated.
Usually, electrons lose more energy than hadrons when traversing the lead target. A

dipole magnet bends the tertiary beam, which allows the selection of the momentum of

2The descriptions in section 2.2.2 are based on [Diel9].
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Figure 2.7: Graphic of the test-beam generation at CERN-SPS, based on descriptions in
[Rog23a].

the beam. Due to the different behavior of electrons and hadrons in the secondary target,
the fraction of electrons to hadrons decreases with increasing energy. Finally, the tertiary
beam hits the EPICAL-2.

During the test-beam campaign with the EPICAL-2 at CERN-SPS, a secondary target
made of lead was used, resulting in a test beam composed of electrons, muons, and
hadrons. These particles were measured at energies ranging from 20 GeV to 80 GeV with

an energy uncertainty of 1.5 % of the beam energy [GR19].?

3The descriptions in section 2.2.3 are based on [Rog23a], and [GR19].
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Chapter 3
Simulation

To compare the test-beam data with a Monte Carlo simulation and conduct studies of
the leakage of the EPICAL-2, the EPICAL-2 and an enlarged version of EPICAL-2 are
implemented in the Allpix® (v3.0.2) [Spal8] pixel detector simulation framework. The
implementation of the EPICAL-2 in Allpix? in the context of this work is based on a
previous implementation of the EPICAL-2 in Allpix? (v1.6.0) presented in [Rog23a]. The
reimplementation in Allpix* (v3.0.2) is performed since Allpix? (v3.0.2) has several new
functionalities, e.g. multithreading, compared to Allpix® (v1.6.0). Furthermore, the im-
plementation is necessary since the original implementation in Allpix? (v1.6.0) is not
compatible with Allpix? (v3.0.2) due to several changes in the framework.

This chapter presents the implementation of the EPICAL-2 simulation and tuning to
model the test-beam data based on [Rog23a]. Furthermore, a comparison between the
test-beam data and the simulation and the simulation of the enlarged calorimeter are
described.

3.1 Implementation of the EPICAL-2 in Allpix?

The Allpix? framework is based on GEANT4 [Ago03] and ROOT [BR97] and is dedicated
to the simulation of silicon pixel sensors. The design of Allpix? features several modules
that fulfill specific tasks. A simulation chain in Allpix? can be constructed by combining
multiple modules.

In the following, the modules used for the simulation of the EPICAL-2 and the implemen-
tation of the EPICAL-2 in each module are described. Although most of the EPICAL-2’s
implementation in Allpix? (v3.0.2) is identical to the implementation in Allpix* (v1.6.0),

several changes were made. These changes are highlighted in the following.
GeometryBuilderGeant4:

The GeometryBuilderGeant4 module generates a 3-dimensional model of a detector inside

a so-called world frame. Therefore, this module requires the input of the type, material,
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Component Material Tpos (1MIM) Ypos (mm) Zpos (INIM)
Typ@ Tsize Ysize Zsize
Sensor A Siliqon 0 0 0
Active 1024x29.24 um | 512x26.88 um | 55 pm
Sensor B Siliqon 0 —13.86256 0
Active 1024x29.24 um | 512x26.88 um | 55 pm
Gap Silicgn 0 —6.93128 0
Passive 1024x29.24 pm | 100 pm 55 um
Fxcoss loft Silicqn 0 —21.34784 0
Passive 1024x29.24 pm | 1208 um 55 um
Fxcess right Silicqn 0 7.48528 0
Passive 1024x29.24 pm | 1208 um 55 um
Excess top Silicqn 14.98588 —6.93128 0
Passive 30 um 30.04112mm | 55 um
Fxcess bottom Silicon —14.98588 —6.93128 0
Passive 30 pm 30.04112mm | 55 um
. Kapton 0 —6.93128 —0.0425
Chip cable A Pafsz’ve 31mm 32mm 30 pm
. Aluminum | 0 —6.93128 —0.0725
Chip cable B Passive 31mm 32mm 30 pm
Layer cable Kapton 0 —6.93128 —0.2175
Passive 31 mm 40 mm 145 pm
Tungsten | 0 —6.93128 1.53
Absorber Passgz've 40 mm 35 mm 3 um
Spacer A Tungsten | 18 —6.93128 —0.22
Passive 4mm 35 mm 0.5 um
Spacer B Tungsten | —18 —6.93128 —0.22
Passive 4 mm 35 mm 0.5 pm

Table 3.1: Overwiev of the implementation of the components of the EPICAL-2 in Ge-
ometryBuilderGeant4, exemplary for layer 0.

size, and location of every detector component. GeometryBuilderGeant4 also requires the
specification of a world-frame material.

Since the test beam measurements with the EPICAL-2 were performed in air, the world-
frame material is defined as air in this simulation. As mentioned in section 2.1, the
EPICAL-2 consists of 24 identical layers, each composed of two ALPIDE sensors, ca-
bling, a tungsten absorber, and two tungsten spacers. The implementation of these com-
For

every consecutive layer, the z-coordinate is increased by 3.5mm. Both simulated sen-

ponents in GeometryBuilderGeant4 exemplary for layer 0 is shown in Table 3.1.

sors are implemented as a 50 um thick layer of active silicon representing the epitaxial
layer and substrate with 5 um of passive silicon on top representing the front-end elec-
tronics. Each simulated sensor contains a matrix of 1024 x512 pixels. The pixel pitch
is 29.24x26.88 um? corresponding to the pixel pitch in a real sensor. To simulate the

guard ring and read-out electronics of the sensor, the simulated sensor is surrounded by
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Figure 3.1: Projection on the z-axis of the electric-field map of a single pixel in the
EPICAL-2 simulation [Rog23a).

passive silicon volumes referred to in table 3.1 as gap and excess. The cabling, absorber,
and spacer are represented in the simulation by passive volumes of the corresponding
material. Each simulated pixel contains a cylindrical collection volume with a diameter
of 2 um and a depth of 2 um representing the collection implants of the sensors.

In the previous implementation of the EPICAL-2 in Allpix? (v1.6.0), the collection im-

2

plants of the sensors are represented by two-dimensional 3x3 um* collection surfaces

instead of three-dimensional collection volumes.

ElectricFieldReader:

Usually, in pixel sensors, an electric field is present in the pixels. The correct simulation
of the electric field is vital for reliable simulation results because it influences the motion
of charge carriers in the sensor. Therefore, the electric field in each pixel can be included
in an Allpix? simulation via the so-called ElectricFieldReader module.

In this simulation, a 3-dimensional electric-field map is provided as input to the Elec-
tricFieldReader module to describe the electric field in the volume of one pixel of the
sensor at a back-bias voltage of 0. The electric-field map is adopted from [Sch23] and
[Rog23b], and it was generated by so-called Technology Computer-Aided Design (TCAD)
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simulations. The default size of the electric-field map is 27 x27x50 um?® which is scaled
to fit the 29.24x26.88 x50 pm? volume of one pixel. Figure 3.1 shows the projection of
the electric-field map on the z-axis. The electric field magnitude increases towards the

collection volume.

DopingProfileReader:

In order to model the recombination of e-h-pairs inside the active volume of a simulated
sensor, the doping concentrations of the silicon in the sensor must be known. Therefore,
the doping concentrations are used as input for the DopingProfileReader module. The
doping concentrations can either be provided as a doping-concentration map similar to
the electric-field map, or regions with a constant doping concentration can be specified.
The doping concentrations in the sensors of the EPICAL-2 are Ny = 10 cm™3 in the

3 in the substrate, as mentioned in section 2.1.3. To

epitaxial layer and Ny = 10% cm™
simulate this, two regions in the simulated sensor, each with the corresponding doping
concentration, have been used as input for the DopingProfileReader in this simulation.

Since the simulation of e-h-pair recombination is a new feature that was not available
in Allpix? (v1.6.0), this module is only used in the implementation of the EPICAL-2 in

Allpix? (v3.0.2).

DepositionGeant4:

The DepositionGeant4 module utilizes Geant4 to model the propagation and interaction
of particles in the material of a simulated detector. The physical processes taken into
account by Geant4 are specified in a so-called physics list. An important task of the
DepositionGeant4 module is to generate e-h-pairs from the energy Fq4 a charged particle
deposits in a simulated sensor. For that purpose, the mean pair creation energy E, j ~
3.6eV in silicon, and the so-called Fano factor F' = —0.115, which takes into account
fluctuations of the energy deposition due to lattice excitations, are used. The number of
generated e-h-pairs is drawn from a Gaussian distribution with the mean E4/F,._j and
the width \/F - By/Ee_p.

For this simulation, the physics list FTFP_BERT_EMZ is used. FTFP_BERT is the
default of Geant4, and the extension 'EMZ ensures that the most accurate modeling of
electromagnetic physics processes available is used.

The source of primary particles is also specified as an input for the DepositionGeant4
module. For this simulation, the primary particles are generated inside a 16x 16 mm?
square centered bmm in front of the center of the active sensor area in layer 0. At the
time of their generation, all primary particles travel parallel to the z-axis.

Several simulations have been performed of different particle types, energy F, and energy
spread op. Table 3.2 provides an overview of all performed EPICAL-2 simulations in
Allpix? (v3.0.2) with the corresponding simulated particles, primary-particle energy E,

primary-particle energy spread og, and number Ng,; of events.
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Particles | E(GeV) | og Events | Particles | E(GeV) | og Ngt
e 0.2 0 20000 e 0.5 0 20000
e-mt KT |1 0 20000 et KT |2 0 20000
ptpt ptpt

e-mt KT |3 0 20000 e-mt KT |4 0 20000
ptpt ptpt

e-mt KT |5 0 20000 e-mt KT | 5.8 0 20000
ptpt pt pt

e” KT | 20 0 10000 et KT | 40 0 10000
ptpt pt ot

et KT | 60 0 10000 et KT | 80 0 10000
ptpt ptpt

e 200 0 5000 e 500 0 2000
e 1000 0 1000

e” 1 158 MeV | 20000 e” 2 158 MeV | 20000
e 3 158 MeV | 20000 e” 4 158 MeV | 20000
e 5 158 MeV | 20000 e 5.8 158 MeV | 20000
e 20 0.015- E | 10000 e 40 0.015- E | 10000
e 60 0.015-E | 10000 e 80 0.015- E | 10000

Table 3.2: Overview of the different primary particles, energies, energy spreads, and

number of events simulated.

GenericPropagation:

The GenericPropagation module models the movement of charge carriers generated via the
DepositionGeant4 module through a simulated sensor. In this module, the movement of
charge carriers is implemented as a superposition of random diffusion and drift according
to the electric field provided by the ElectricFieldReader module. Since the movement of
charge carriers is temperature-dependent, the temperature of the simulated sensor needs
to be specified. The GenericPropagation module also models the recombination of e-h-
pairs. Therefore, the doping concentrations provided by the DopingProfileReader module
are utilized, and a specified recombination model simulates the e-h-pair recombination.
The time span t;,,; during which charge carriers are propagated inside the simulated sensor
needs to be specified in the GenericPropagation module. The propagation of charge carri-
ers either stops by e-h-pair recombination, reaching the surface of the sensor, or exceeding
Ling-

The time during which charge carriers propagate through the sensors in the EPICAL-2
is not known. Therefore, t;,; is a simulation parameter that must be tuned for the simu-
lation to accurately model the test-beam data. The tuning of ¢;,; is discussed in section
3.2.

Since the sensors in the EPICAL-2 were kept at a stable temperature of 20°C during
data taking, this temperature is also used in the simulation. For the simulation, the re-

combination model srh_auger is used to achieve the most accurate simulation of e-h-pair
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recombination available. To save computing resources, instead of single e-h-pairs, groups
of 50 e-h-pairs are propagated.
In the previous implementation of the EPICAL-2 in Allpix? (v1.6.0), e-h-pair recombina-

tion is not modeled.

SimpleTransfer:

The SimpleTransfer module simulates the charge collection at the collection implants of a
sensor. All charge carriers reaching a collection volume of the simulated sensor within the
time period t;,; are assigned to the corresponding pixel. The charge carriers assigned to a
pixel are summed up, and the value of the accumulated charge for each pixel is processed

by the DefaultDigitizer module discussed next.

DefaultDigitizer:

The DefaultDigitizer module simulates the front-end electronics of a sensor by translating
the value of the accumulated charge in each pixel provided by the SimpleTransfer module
into a digital signal. This works as follows: To simulate electronic noise in the front-
end electronics, a noise level is drawn for each pixel from a Gaussian distribution with
a standard deviation of 0,45, and added to the accumulated charge. When the sum of
accumulated charge and noise level is greater than a certain threshold level, a pixel hit
is registered in the simulation. The threshold level in the simulation is drawn from a
Gaussian distribution with the mean p,, and a standard deviation oy, for each pixel.

For this simulation, the following values, given in units of the electron charge e, are used:

Onoise — 20 (§] (31)
o = 20e (3.2)
e = 82e (3.3)

These values are chosen since they are expected to correspond to the mean and standard
deviation of the threshold of the pixels in the EPICAL-2.

CaloOutputWriter:

The CaloOutputWriter module is specifically designed for the EPICAL-2 simulation. Via
the CaloOutputWriter module, the pixel-hit information from the DefaultDigitizer module
is stored in the same format as the data from the test-beam campaigns. For each pixel hit,
three coordinates are stored: The sensor on which the pixel hit is located and the column
and row coordinates, which refer to the position of a pixel hit on a sensor. In addition to
the pixel-hit coordinates, in the simulation, it is also possible to store information about
the energy, type, entering point, and exit point of particles traversing a simulated sensor.
This additional particle information is stored for all simulations of primary electrons with

an energy of 1 GeV < F < 80GeV and discarded for all other simulations to save disc
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space.
In the reimplementation of the EPICAL-2 in Allpix? (v3.0.2), the CaloOutputWriter
module is designed to support multithreading, which makes the EPICAL-2 simulation in
Allpix? (v3.0.2) multithreading capable. Multithreading is not supported in the original
implementation of the EPICAL-2 in Allpix? (v1.6.0).

3.2 Modeling the test-beam data

As mentioned in section 3.1, the simulation parameter t;,; must be tuned for the simulation
to model the test-beam data correctly. The simulation is tuned to the test-beam data at
a primary-electron energy of 5GeV since most events have been measured during data
taking at this energy.

The tuning process for this Allpix? (v3.0.2) simulation is performed analog to the tuning
process of the previous implementation of the EPICAL-2 in Allpix? (v1.6.0): First, the
influence of t;,; on the following simulation performance characterizing observables is
studied: the mean detector response, the standard deviation of the detector response,
and the energy resolution. Second, the value of ¢;,; at which the simulation best describes

the test-beam data is determined by several tests.

3.2.1 Influence of ¢,

Figure 3.2 (top left) shows the mean py;; (ficius) of the detector response, corresponding to
the arithmetic mean value of the number Ng;; of pixel hit distribution and number N¢yyg
of cluster distribution, as a function of t;;. up;; increases approximately linearly with ¢,
with a slope of approximately 26 ns~!, which corresponds to an increase of approximately
46 % over the tested ti, range. pcns stayes constant within its statistical uncertainties at
a value of pcps & 334 for 25ns < iy < 35ns. From 35ns < ¢,y < 43 ns s decreases to
Lctus A 332, which corresponds to a decrease of approximately 0.6 %. It is worth noting
that the influence of i, on up; is approximately two orders of magnitude greater than
its influence on pcpys.

Figure 3.2 (top right) shows the standard deviation owi, (0cis) of the detector response,
corresponding to the standard deviation of the Ny, (Neyys) distribution, as a function of
tint- Omit inCreases approximately linearly with ¢, with a slope of approximately 2.5ns™!,
which corresponds to an increase of approximately 41 % over the tested t;,; range. There-
fore, opix behaves similarly to pp when variating ti;. oo Stays constant within its
statistical uncertainties at a value of oy, =~ 25 for all tested t;,;. Therefore, variating t;,;
influences gy similarly to gy while ¢,,; has no significant influence on o¢yys.

Figure 3.2 (bottom) shows the energy resolution oni/pnis (0cis/fcws) as a function of
ting- For pixel hits, the energy resolution decreases from oy /ppie &~ 10.6 % at ti,, = 25 ns

to omi/pme ~ 10.3% at t, = 43ns, which corresponds to a relative decrease of ap-
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Figure 3.2: Mean detector response (top left), standard deviation of the detector response

(top left), and energy resolution (bottom) as a function of ¢, for the simulation at a
primary-electron energy of 5 GeV.

proximately 3 %. For clusters, the energy resolution stays constant within its statistical
uncertainties at a value of oqus/pons = 7.45 % for all tested ti,. Thus, ¢, has no signif-
icant influence on the energy resolution for clusters.

tint influences observables based on pixel hits but has almost no effect on observables based
on clusters. Therefore, in this simulation, ¢;,; is tuned so that pixel-hit based observables

are best described.

3.2.2 Tuning of t,

To determine the value of t;,;, at which the simulation models the test-beam data most
accurately, the Ng; distributions of the simulation and the test-beam data are compared
via three comparison parameters: A x? test yields the comparison parameter x%; /NDF
and a Kolmogorov-Smirnov test yields the maximum Kolmogorov distance dpax mit as a
comparison parameter. The difference fipit Sim. — fHit,Data Of the mean number of pixel

hits in the simulation and the test-beam data is used as the third comparison parameter.
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Figure 3.3: x?/NDF (top left), maximum Kolmogorov distance (top right), and difference
of the means (bottom) for the comparison of the Ny;, distributions of the test-beam data
and simulation as a function of ¢;,; at a primary-electron energy of 5 GeV.

Figure 3.3 (top left) shows x7;,/NDF as a function of t;,;. x%;,/NDF decreases by a factor
of aproximately 8 for 35ns < t;,; < 39ns. For 39ns < t;,; < 40ns the value of XI%Iit /NDF
stays constant at approximately 0.5. For 40ns < #,, < 43 ns an increase of x§;,/NDF by
a factor of approximately 4 is observed.

Figure 3.3 (top right) shows the comparison parameter dpa,me as a function of tiy.
dmax mie decreases linearly with a slope of approximatley —0.066 ns™ until a minimum
of dmax mit = 0.01 is reached at t,, = 39.4ns. After reaching the minimum, dpay it in-
creases linearly with a slope of approximately 0.056 ns™?.

Figure 3.3 (bottom) shows the comparison parameter pmit sim. — MHit Data @S & function of
tint- MHit,Sim. — [Hit, Data iCTeases linearly with a slope of approximately 23 ns~!. A value
of [t Sim. — Muit,Data ~ 0 1s reached at #i, = 39.4ns.

X1t /NDF, dyax mit, and |fmie Sim. — it Data] are minimal when the simulation models
the test-beam data most accurately. x%;/NDF is minimal for 39ns < ti,; < 40ns and
both dax mit and |fmie sim. — MHit Data] are minimal at ¢, = 39.4ns. Therefore, a value of

tint = 39.41s is used in the simulation.
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Figure 3.4: Average cluster size as a function of the primary-electron energy for the test-
beam data and the simulation.

3.3 Simulation compared to test-beam data

To verify the correct modeling of the test-beam data by the simulation, the following
calorimeter performance characterizing observables are compared between simulation and
test-beam data: The mean number of pixels hits in a cluster, referred to as the mean
cluster size Scis, the mean detector response pmit (fcns) for pixel hits and clusters, and

the energy resolution oyt /pmiv (0cs/iows) for pixel hits and clusters.

3.3.1 Cluster size

Figure 3.4 shows the mean cluster size Scys for simulation and test-beam data as a
function of the primary-electron energy E. For both simulation and test-beam data, SClus
increases with F from Scps =~ 4 at E = 1GeV to Scius = 5 at £ = 80GeV. The
energy-dependent increase of Sciys can be explained as follows: With increasing energy,
the probability of two clusters merging into a larger cluster increases since the density
of charged shower particles per sensor area rises. This effect is called cluster merging
and is further discussed in sections 4.2. Compared to the test-beam data, the simulation
overestimates Scis. The deviation of Scys in the simulation compared to the test-beam
data decreases with E from approximately 2.5% at £ = 1GeV to approximately 1% at
E =80GeV.

It is inferred that the simulation models Scis of the test-beam data correctly within a

margin of up to 2.5 %.
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Figure 3.5: Mean detector response for pixel hits (left) and clusters (right) as a function
of the primary-electron energy for the test-beam data and the simulation.

3.3.2 Detector response

Figure 3.5 (left) shows the mean detector response up;; for pixel hits in the test-beam
data and simulation as a function of the primary-electron energy FE. pup; increases, for
both test-beam data and simulation, approximately linearly with a slope of approxi-
mately 262 GeV™!. For 1GeV < E < 4GeV the simulation underestimates fais by up
to 2%. At E = 5GeV pug; of the simulation and test-beam data are approximately
equal since the Ny distributions at £ = 5GeV are used to tune the simulation. For
5.8GeV < E < 80 GeV the simulation overestimates pm;; by up to 3 %.

Figure 3.5 (right) shows the mean detector response picyys for clusters in the simulation
and test-beam data as a function of the primary-electron energy E. Similar to pmi, fclus
increases, for both test-beam data and simulation, approximately linearly with a slope of
approximately 52GeV ™. For 1GeV < E < 5GeV the simulation underestimates ficius
by up to 4%. For 5.8 GeV < E < 80GeV the simulation overestimates jicrs by up to
1%.

It is found that the simulation correctly models the test-beam data regarding the observ-
able pp; within a margin from —2% to 3% and the observable picy,s within a margin
from —4 % to 1 %.
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Figure 3.6: Energy resolution for pixel hits (left) and clusters (right) as a function of the
primary-electron energy for the test-beam data and the simulation.

3.3.3 Energy resolution

Figure 3.6 (left) shows the energy resolution for pixel hits in the test-beam data and
simulation as a function of the primary-electron energy E. In both test-beam data and
simulation, the energy resolution for pixel hits decreases with E. This behavior is ex-
pected for an electromagnetic calorimeter since the statistical fluctuations of the number
of charged shower particles decrease with the primary-electron energy. The simulation
overestimates the energy resolution for pixel hits at £ = 1GeV by approximately 8 %.
For 2GeV < E < 80GeV the simulation underestimates the energy resolution for pixel
hits by up to 12 %.

Figure 3.6 (right) shows the energy resolution for clusters in the test-beam data and
simulation as a function of the primary-electron energy E. In both test-beam data and
simulation, the energy resolution for clusters decreases with F, similar to the energy res-
olution for pixel hits. Also similar to pixel hits, the simulation overestimates the energy
resolution for clusters at £ = 1 GeV by approximately 11 %. At all other mean primary-
electron energies, the simulation underestimates the energy resolution for pixel hits by up
to 16 %.

The simulation is found to accurately replicate the energy resolution of pixel hits from
the test-beam data within a range of —12% to 8 %, and the energy resolution of clusters
within a range of —16 % to 11 %.

38



Observable | relative deviation Agiy, (%)
gcms 1 < ASim < 2.5
it -2 < Agim <
HClus —4 < Agim < 1

omit/ e | —12 < Agim < 8

OChus/Hcms | =16 < Agim < 11

Table 3.3: Overview of deviations of the simulation from the test-beam data of the
EPICAL-2 for several observables.

Table 3.3 summarizes the simulation’s relative deviations to the test-beam data for dif-
ferent observables. The simulation models, the observables Scius, frit, and ficis with
maximum deviation to the corresponding observables in the test-beam data of 4 %. The
deviations between the simulation and the test-beam data regarding the resolution for

pixel hits and clusters are in the order of 10 %.

3.4 Simulation of an enlarged EPICAL-2

In the context of this thesis, a simulation of an enlarged version of the EPICAL-2, called
EPICAL-2L, is implemented in Allpix?. The scope of analyses with the EPICAL-2L simu-
lation is the study of the influence of leakage effects on the performance of the EPICAL-2,
by comparing the EPICAL-2 simulation to the EPICAL-2L simulation, which is presented
in section 5.5. This section describes the implementation of the EPICAL-2L.

For the simulation of the EPICAL-2L, the simulation chain of the EPICAL-2 is used as
a basis. In most modules of Allpix?, no changes are made when transitioning from the
EPICAL-2 to the EPICAL-2L simulation. Exceptions are the GeometryBuilderGeant4
module and the CaloOutputWriter module.

In the GeometryBuilderGeant4 module, the geometry of the EPICAL-2L is defined. Ta-
ble 3.4 presents an overview of the components of the EPICAL-2L, exemplary for layer
0. For every consecutive layer the coordinate 2. increases by 3.5mm. Other than the
EPICAL-2, which features 24 identical layers, the EPICAL-2L features 96 identical lay-
ers, increasing depth by a factor of 4. In the z-direction, every layer of the EPICAL-2L
is constructed the same as the EPICAL-2. In the lateral plane, every component of the
EPICAL-2L is increased in size by a factor of 4 compared to the EPICAL-2, with the
exception of the gap between the two simulated sensors in a layer, which is kept at a width
of 100 um. The total volume of the EPICAL-2L is increased by a factor of 64 compared
to the EPICAL-2.

On each simulated sensor of the EPICAL-2L, the pixel pitch is the same as in the
EPICAL-2. The number of pixels of the simulated sensors in the EPICAL-2L is increased
by a factor of 4 in each direction compared to the sensors of the EPICAL-2, leading to
4096 columns and 2048 rows of pixels.
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Component Material Tpos (M) Ypos (mm) Zpos (M)
Typ@ Lsize Ysize Zsize
Sensor A Siligon 0 0 0
Active 4096 x 29.24 um | 2048 x26.88 um | 55 um
Sensor B Siligon 0 —55.15024 0
Active 4096 x 29.24 um | 2048 x26.88 um | 55 um
Gap Silicqn 0 —27.57512 0
Passive 4096 x 29.24 um | 100 pm 55 pm
Excess loft Silicqn 0 —85.09136 0
Passive 4096 x 29.24 um | 4832 um 55 pm
Fxcess right Silicqn 0 29.94112 0
Passive 4096 x 29.24 um | 4832 um 55 pm
Excess top Silicgn 59.94352 —27.57512 0
Passive 120 pm 119.86448 mm | 55 um
Excess bottom Silicon —59.94352 —27.57512 0
Passive 120 pm 119.86448 mm | 55 um
. Kapton 0 —27.57512 —0.0425
Chip cable A} p cive  [124mm 128 mm 30 um
. Aluminum | 0 —27.57512 —0.0725
Chip cable B Passive 124 mm 128 mm 30 pm
Layer cable Kapton 0 —27.57512 —0.2175
Passive 124 mm 160 mm 145 pm
Tungsten | 0 —27.57512 1.53
Absorber Pasi’ve 160 mm 140 mm 3 um
Spacer A Tungsten | 72 —27.57512 —0.22
Passive 16 mm 140 mm 0.5 um
Spacer B Tungsten | —72 —27.57512 —0.22
Passive 16 mm 140 mm 0.5 um

Table 3.4: Overwiev of the implementation of the components of the EPICAL-2L in

GeometryBuilderGeant4, exemplary for layer 0.

The CaloOutputWriter module is modified for the simulation of the EPICAL-2L to ac-

commodate the storage of pixel-hit information on larger simulated sensors and additional

layers.

40




Chapter 4
Data analysis

The EPICAL-2’s performance is influenced by several effects. Therefore, multiple cor-
rections and selections are applied to the data sets in this analysis to address these
performance-influencing effects. Furthermore, a clustering algorithm is necessary to re-
construct clusters of pixel hits. In addition, the behavior of the EPICAL-2 may vary over
one data-taking campaign. To verify the uniform behavior of the EPICAL-2 between
runs taken at a given primary-electron energy, a run quality analysis is performed in this
analysis, which is crucial to avoid an influence on the EPICAL-2’s performance from in-
consistencies between runs. This chapter presents the data sets, clustering, corrections,
selections, and run-quality analysis. For clustering, corrections, and selections, a frame-
work dedicated to the analysis of EPICAL-2 data was developed in the scope of [Alm23]
and [Rog23a], which is utilized in this thesis.

4.1 Data sets

During the measurement campaigns with the EPICAL-2 at the DESY and CERN-SPS
test-beam facilities, several so-called runs were recorded. A run refers to a period of
consecutive data-taking with constant detector and beam settings.

Table 4.1 presents all runs recorded with the EPICAL-2 that are relevant to this thesis.
Additionally, table 4.1 gives an overview of the energy of the test beam and the number of
events in each run. Except for changing the test-beam energy, all runs were recorded with
the same settings of the EPICAL-2, except the back-bias voltage setting. Most runs were
recorded with no back-bias voltage Vgg = 0V applied to the sensors in the EPICAL-2.
An exception are the runs highlighted in blue in table 4.1, during which the back-bias
voltage was set to Vgg = 3V for the sensors in even-numbered layers of the EPICAL-2
and Vgg = 0V for the sensors in odd-numbered layers of the EPICAL-2. The changes
in the back-bias voltage of the sensors were performed to compare the performance of
the EPICAL-2 with and without back-bias voltage, which is presented in section 5.3.
During the data taking, the right-side sensor in layer 21 of the EPICAL-2 was defective
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DESY measurement campagin CERN-SPS measurement campagin
Run E (GeV) Events Run E (GeV) Events
1250 5 522000 2951 20 401
1251 3 522000 2956 20 375
1252 1 522000 2960 20 2666
1253 4 82500 2963 20 5748
1257 4 522000 2964 80 25800
1260 2 522000 2965 80 25625
1261 5 522000 2966 80 64388
1262 3 244501 2967 80 41081
1263 1 522000 2970 80 52397
1274 4 522000 2971 80 47640
1276 2 522000 2972 80 54000
1308 5 294000 2973 80 67266
1309 5.8 141527 2974 60 21437
1310 5.8 277880 2975 60 6271
1333 5 295500 2977 60 33976
1335 3 297000 2978 60 50200
1336 1 594000 2979 40 58354
1337 2 594000 2980 40 77447
1338 4 297000 2983 40 7698
1339 5 747000 2985 40 34384
1341 3 747000 2988 40 59461
1343 1 744000 2992 80 92952
1344 2 735000 2993 80 85001
1345 4 744000 2995 60 42639
1346 5.8 617749 2997 20 514
1375 5.8 391733 2998 20 3720
1376 5.8 89798 2999 20 2925
1413 5 1103742 3000 20 3625

3001 20 3516
3007 20 55
3118 60 22209
3123 20 18618
3124 20 5175
3125 40 19621

Table 4.1: Overview of the data recorded with the EPICAL-2 during the DESY and
CERN-SPS measurement campaigns. The runs highlighted in blue were recorded with
different settings.

and, therefore, disabled in all runs. Additionally, in the runs highlighted in blue in table
4.1, the left-side sensor in layer 2 of the EPICAL-2 was excluded due to errors occurring

during readout.

42



4.2 Clustering

The number Ny;; of pixel hits and the number N¢y,s of pixel-hit clusters is studied in this
work. Therefore, a clustering of pixel hits is performed in test-beam data and simulation.
A charged particle traversing a sensor usually generates multiple adjacent pixel hits due to
charge sharing between pixels. To gain accurate information on the location of the particle
traversing a sensor from the location of the pixel hits, a clustering of adjacent pixel hits is
performed in this analysis. The cluster information is used for multiple corrections, event
selection, and quantifying the detector response.

In this analysis, a cluster is defined as an ensemble of pixel hits that are adjacent to
each other along their edges or corners. For the purpose of reconstructing clusters, in
this thesis, a so-called DBSCAN clustering algorithm [Est96] is adopted from [Alm23],
which works as follows: An arbitrary pixel hit is defined as a starting point for a cluster.
Then, all pixel hits adjacent to this cluster are successively added to the cluster until no
further adjacent pixel hit exists. After that, the cluster is complete, and all the pixel
hits contained in the cluster are excluded from the further clustering processes. These
algorithm steps are repeated with a new arbitrary pixel hit as a cluster starting point
until all pixel hits in an event have been assigned to a cluster. The clustering algorithm
is applied sensor-by-sensor; i.e., a cluster is never formed across the gap between the two
sensors per layer.

Typically, a single charged particle traversing the sensor results in a single cluster. In the
case of a sufficiently high charged-particle density per sensor area, multiple particles may

result in a single cluster. This effect is called cluster merging.

4.3 Corrections

Performance-influencing effects are addressed by several corrections in the following way

and are presented in this section:
Faulty pixels — Pixel masking
Sensor-placement deviations — Alignment correction
Placement deviations of the EPICAL-2 — Inclination correction

Non uniform sensor sensitivity — Calibration

4.3.1 Pixel masking

Over 99 % of the sensor’s pixels in the EPICAL-2 operate normally. Despite that, two
types of faulty pixels may be observed: dead and noisy. Dead pixels show no hits or

significantly fewer hits than functional pixels under the same circumstances. Noisy pixels
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generate more hits compared to functional pixels under the same conditions. To ensure
optimal performance results of the EPICAL-2; a pixel mask is adopted from [Alm23],
which masks faulty pixels in this analysis.

To generate the pixel mask, in [Alm23], faulty pixels are identified in three steps: First, an
internal testing function of the sensor is utilized, where test signals are injected directly
into the front-end electronics of each pixel in a row of pixels, and then the entire sensor
is read out. This is repeated for all rows in a sensor. Pixels that do not respond to
the test signal are classified as dead, and pixels that register hits even without a test
signal injected are classified as noisy. Second, pedestal runs of the EPCIAL-2, which are
measurements without any beam, are used to further identify noisy pixels. As there is
no beam, every pixel hit in a pedestal run results from noise. If a pixel generates a hit
in more than every thousandth event in a pedestal run, it is classified as noisy. Third,
test-beam measurements are used to further identify dead pixels. If a pixel shows, on
average over all events, significantly fewer hits than the average number of pixel hits in its
32 by 32 matrix of neighboring pixels, it is classified as dead. Furthermore, entire columns
of pixels that show, on average over all events, significantly fewer hits than neighboring
columns are classified as dead.

Besides dead and noisy pixels, each sensor’s outermost columns and rows have been
masked because they show significantly fewer hits than the rest of the sensor. This is
due to a guard ring that surrounds the pixel matrix. In total, 0.95% of all pixels in the
EPICAL-2 are masked in this analysis.

The pixel masking is performed before the clustering and, therefore, has an influence on
the number and size of reconstructed clusters: The presence of masked pixels can lead to

multiple clusters induced by a single charged particle.

4.3.2 Alignment and inclination

To fully utilize the excellent position resolution of the sensors in the EPICAL-2, any ef-
fects that distort the position of pixel hits or clusters must be corrected. The alignment

correction and the inclination correction achieve this.

Alignment correction:

The accuracy of the sensor placement in the EPICAL-2 is larger than the pixel pitch of
the sensors. To determine the precise location of pixel hits or clusters, the position of
every sensor must be known with an accuracy comparable to the pixel pitch of the sensor.
Each sensor can be assigned six degrees of freedom: three spatial coordinates and three
rotation angles. The tungsten absorbers of the EPICAL-2 constrain the position of the
sensors in the z-direction; i.e., it is assumed that no correction along the z-axis and the
two angles, opening in the x-z and y-z directions, are needed. Three degrees of freedom in
which a sensor can be displaced from its nominal position are left: a displacement along

the x- and y-axis and a rotation around the z-axis. Displacements along these degrees
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of freedom are corrected in this analysis by shifting each pixel hit by Az and Ay on the
x-y-plane and rotating each pixel-hit position by A©® around the z-axis. Ax, Ay, and A©
are refferred to as alignment parameters.

The alignment parameters are unique for every sensor in the EPICAL-2 and are adopted
from [Alm23] to be used in this thesis. In [Alm23], Az, Ay, and AO are determined by a
data-driven approach that uses cosmic-muon events. Muons traverse the EPICAL-2 in a
straight line, typically generating a cluster in each layer. Therefore, the cluster positions
are parameterized in each cosmic-muon event by a straight line, and the mean over all
cosmic-muon events of the parameterization’s x? is calculated. The alighment parame-
ters for each sensor are varied iteratively until a minimum mean x? and stable alignment
parameters are reached.

This y? minimization procedure is performed in three steps. First, the sensors on the
left and right sides of the EPICAL-2 are aligned separately. Second, the alignment pa-
rameters of the sensors on one side of the EPICAL-2 are fixed. The sensors on the other
side of the EPICAL-2 are aligned relative to the sensors with fixed alignment parameters
using events where a muon crosses the gap in the x-direction between the sensors in the
EPICAL-2. Third, all sensors are aligned simultaneously using all cosmic-muon events.
When the alignment corrections are applied, the deviations from cluster positions in
cosmic-muon events to a straight-line parameterization are reduced from several 100 pm
to below 5 pm [Alm23].

Inclination correction:

Besides the positioning of the sensors in the EPICAL-2, the orientation of the EPICAL-2
in the beam line must be known. In this thesis, the beam angle ¢, is defined as the angle
between the test beam and the z-axis of the EPICAL-2. Although the EPICAL-2 was
carefully aligned in the beam line, ¢y deviates from 0°. The results of the event selection
and the analysis presented in 5.4 are sensitive to deviations from ¢y. These deviations
are corrected in this analysis by shifting the position of all pixel hits and clusters along

the x- and y-axis according to so-called inclination functions [Rog23al:
finaxy(2) =m - (2 —0.028 mm) (4.1)

For each setup at a test-beam facility, two inclination functions are used: one that shifts
pixel hits in the x-direction and one that shifts pixel hits in the y-direction. The inclination
functions for the DESY data have been adopted from [Alm23]. They are determined
by parametrizing the 2D distribution of pixel hits in the z-y-plane in every layer with
fiat(z,9), defined in the following way [Rog23al:

fat(z,y) = é ~exp(B - ) (4.2)

P O @ )2 (- )2 (43)
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E (GeV) | m (z-direction) | m (y-direction)
1 -0.0064427 0.0033934
2 -0.0064427 0.0033934
3 -0.0064427 0.0033934
4 -0.0064427 0.0033934
5 -0.0064427 0.0033934
5.8 -0.0064427 0.0033934
20 -0.0067649 0.0011863
40 -0.0067349 0.0011785
60 -0.0067286 0.0011876
80 -0.0067199 0.0012692

Table 4.2: Overview of parameter m of the inclination function used in this analysis to
correct the data.

A, B, C, px and py, are free parameters. p, and p, correspond to the z-y-position of
the maximum of fi.t(x,y). Both py and py as a function of the layer number are then
parametrized each with fisexy(2). The inclination functions for the CERN-SPS data have
been adopted from [Rog23al. They are determined by studying events from the CERN-
SPS data, where hadrons or muons have crossed the EPICAL-2 in a straight line without
showering. For these events, the position differences A, and Ay in x and y direction of
all pixel hits in a layer from the beam impact position, defined as the position of a single
cluster in layer 0, is calculated. The distributions of Ay and A, are parametrized each
with foaussxy(Axy), defined as follows:

1, Ay — Uiy
Jaaussxy (Dxy) = Axy + Bxy - exp [_5 (y—/ly)Z}

Ox,y

(4.4)

Axy, Bxy, pixy, and oy, are free parameters. The parameter p,, corresponds to the
maximum value of fgaussx,y(Axy). The values pi, and p, as functions of the layer are then

parametrized each with finexy(2). Table 4.2 presents the parameters of fine xy(2).

4.3.3 Calibration

The amount of collected charge necessary to induce a signal over the digitization threshold
is unique for every sensor. Therefore, the sensitivity differs between the sensors in the
EPICAL-2, resulting in fluctuations in the number of pixel hits induced by a single charged
particle traversing different sensors in the EPICAL-2. These fluctuations influence the
EPICAL-2’s performance. Therefore, all sensors are calibrated in this analysis to achieve
a uniform sensitivity across sensors. The calibration is performed by weighting every
pixel hit with a sensor-specific calibration factor C. The calibration factors used in this
analysis are adopted from [Alm23]. They are determined by analyzing cosmic-muon events
based on the assumption that the number of charge carriers liberated by a cosmic muon

is the same in all sensors the muon traverses. In each cosmic-muon event, straight-line

46



parameterizations of the cluster positions are performed 24 times, each time excluding
a different layer of the EPICAL-2. The response Ngﬁfs of a single sensor S to a cosmic
muon is defined as the number of pixel hits inside a 3mm radius around the straight-
line parameterization that excludes sensor S. The calibration factors are calculated in the

following way:

IELCQS
Cy= (4.5)
0S
Hait.s
where ,ulc{‘i)ts,s is the mean over all cosmic-muon events of NI%‘;?S and fi59° is the mean over

all sensors of pGe.

4.4 Selections

To ensure that the calorimeter performance is not impacted by contamination of the data
set with multi-electron- and hadron-events, in this analysis, a clean sample of single-
electron events is selected from the test-beam data. Several algorithms described in this

section accomplish the single-electron-event selection.

4.4.1 Event selection for DESY data

Due to the high beam rate at DESY, it is possible that more than one electron enters the
EPICAL-2 during one strobe length. In such events, the detector response is increased
compared to single-electron events. It is also possible that electrons hit the EPICAL-2
at the edges of the active sensor area in layer 0. In such events, a significant part of
the electromagnetic shower leaks out of the EPICAL-2 in the lateral direction, and the
detector response is decreased compared to events of electrons hitting the center of the
active sensor area in layer 0.

For this analysis, only events where a single electron enters the EPICAL-2 in a fiducial
region, corresponding to a 16 x 16 mm? square centered in the active sensor area in layer
0, are selected. This ensures that only one electromagnetic shower is contained inside the
EPICAL-2 in every event.

For the DESY data, the event selection in this analysis is adopted from [Alm23], where
it is accomplished by an anti-k; jet clustering algorithm explained in detail in [Cac08].
The algorithm works as follows: The EPICAL-2 is divided in the z-y-projection into cells
of size 0.5x0.5mm? in the center of the EPICAL-2 (Jz| < 12mm and |y| < 12mm) and
I1x1mm? in the outer region (|z| > 12mm and |y| > 12mm). Then, the clusters in an
event are assigned to the cells according to their z-y-position, and so-called pseudo-jets

are formed from cells containing clusters from at least three layers. The parameters from
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Figure 4.1: Distributions of Ny, (left) and Neyys (right) for all events and selected events
of electrons with an average energy of 5 GeV.

the cell ¢ correspond to the parameters of the pseudo-jet i in the following way:

Népe — k' (transverse momentum) (4.6)

C

¢ — 9 (rapidity) (4.7)
y© — ¢ (azimuth)

Nés ¢ and y© denote the number of clusters and the lateral position of the cell c.
The anti-k; algorithm is then applied to the pseudo-jets. Apart from certain exceptions,
each jet reconstructed by the anti-k; algorithm corresponds to an electromagnetic shower
inside the EPICAL-2. The exceptions are jets consisting of only one pseudo-jet, which are
unlikely to correspond to an electromagnetic shower, and jets reconstructed in events with
overlapping electromagnetic showers. Only events where a single jet is reconstructed from
multiple pseudo-jets inside the fiducial region are selected in this analysis. Additionally,
further conditions need to be met for an event to be selected to reduce the number of

selected events with overlapping electromagnetic showers:
1. No cluster in layers 0 and 1 more than 1 mm away from the jet must be present.
2. All clusters in layers 0 and 1 must be less than 0.5 mm apart from each other.
3. At least one cluster in layer 0 must contribute to the jet.

Figure 4.1 shows the Ny distribution (left) and the Ngj,s distribution (right) for all
events and selected events. The distributions of all events show a peak at Nyj ~ 1500
and Ngpus &~ 370 and further peaks at multiples of the first peak position. Single electron
events generate the first peak, and the peaks to its right correspond to two and three
electron events. The first peak has a shoulder towards low Ny (Ncps) values, which is

generated by events with partially contained showers and events of electrons with energies
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Figure 4.2: 3D view (left) and y-axis projection (right) of an event display, where a single
electron with an energy of 20 GeV entered the EPICAL-2.

below the nominal beam energy. These are likely electrons from the test beam that lost
energy by interacting with the beam collimators. The distributions of selected events show
a single peak from single-electron events. The peak has a tail towards high Nyis (Ncpus)
values, which is most likely generated by two-electron events with overlapping showers.
However, in the selected data sample, the number of multi-electron events is around four
orders of magnitude smaller than the number of single-electron events, which results in a
single-electron event data sample which is sufficiently clean for this work. The shoulder
towards low Nyi, (Nons) values present in the distributions of all events are suppressed by
a factor of 10 in the distributions of selected events. Most events with significant lateral
leakage are rejected, but those with electrons below the nominal beam energy are not.
However, the number of these events is at least three orders of magnitude lower than the
number of events in the central peak of the distribution. Therefore, low-energy electrons

are expected to have a negligible influence on the EPICAL-2’s performance.

4.4.2 Event selection for CERN-SPS data

As discussed in section 2.2.3, the CERN-SPS test beam contains electrons, muons, and
hadrons. Almost all muons traverse through the EPICAL-2 without showering. Hadrons
either induce a hadronic shower or traverse the EPICAL-2 without showering like muons.
Similar to the DESY data, in this work, only single-electron events inside the fiducial
region are selected from the CERN-SPS data. Therefore, hadron- and muon-events are
rejected since they would distort the detector response to electrons. To illustrate the

difference between electron events and hadron events, both are presented in the following.
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Figure 4.3: 3D view (left) and y-axis projection (right) of an event display, where a single
hadron with an energy of 20 GeV entered the EPICAL-2.

Difference between electron- and hadron-events:

Figure 4.2 shows an event display of a single-electron event. Each dot represents one
cluster, and the color coding denotes the layer where the cluster is situated. The electron
in Figure 4.2 enters the EPICAL-2 inside the fiducial region and starts an electromagnetic
shower between layers 1 and 2. As visible in Figure 4.2, the shower is contained in the
volume of the EPICAL-2, except for some minor leakage.

Figure 4.3 shows an event display of a single-hadron event, presented in the same fashion
as figure 4.2. In the presented hadron event, the particle enters the EPICAL-2 inside the
fiducial region and generates a track of clusters along its trajectory until layer 13. An
interaction occurs between layers 13 and 14, causing a hadronic shower. As visible in
Figure 4.3, the majority of the shower leaves the back of the EPICAL-2 and is thus not
contained in the EPICAL-2’s volume. Another noteworthy feature of this hadron event
is the track-like structure covering layers 10 to 17 and —13mm < z < —9mm. This
observation likely occurs in response to a particle interaction in the hadronic shower. A
particle gets scattered in layer 17, then travels backward through the EPICAL-2 and gets
absorbed in layer 10.

Selection criteria:

To ensure that the EPICAL-2 contains a single electromagnetic shower, an event has to
fulfill several selection criteria, which are adopted from [Rog23al. Only events with a
beam impact position situated inside the fiducial region are selected. Since the beam
impact position is undefined for events with 0 or multiple clusters in layer 0, those events
are rejected in this analysis. The Np; distribution is parametrized by a Gaussian pa-

rameterization, and the following condition is imposed on an event to be selected for this
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E (GeV) [l | Riz2m omiy (mm) fis S

20 <3|>0424 <0570 |>3.609 <5418 >0.111 <0.697 | > 0.165
40 <3|>0436 <0551 |>3792 <5257 |>0.111 <0.615|>0.12
60 <3|>0450 <0544 | >3972 <5097 | >0.091 <0.602 | > 0.09
80 <3|>0441 <0564 |>3729 <5243 | >0.079 <0.638 | >0.07

Table 4.3: Overview of the criteria an event has to fulfill in order to be selected.

analysis:

/L—5'0'<NHit<[1/+5'0'

(4.9)

Ny refers to the number of pixel hits in an event, and pu, o are the mean and width

of the Gaussian parameterization. This condition rejects most of the hadron and muon

events because they have fewer pixel hits than electron events due to the different devel-

opment of hadronic showers compared to electromagnetic showers. Additionally, further

selections have been made based on several shower characterizing parameters defined in

the following:

1. The layer Iy of shower start is defined as the layer before the number NZ70-5mm of

clusters inside a cylinder of radius 0.5 mm around the beam impact position satisfies

r=0.5mm
NClus

> 2 for three consecutive layers.

2. The fraction Rj;2™™ of hits in the shower core is defined as:

Nr<2mm

Hit

impact position and Ny is the total number of hits in an event.

r<2mm __
Ry ™ =

Nr<2mm

Hit

Nhit

(4.10)

is the number of hits inside a cylinder of radius 2mm around the beam

3. The spread oy of pixel hits in the z-y-projection of the EPICAL-2 is defined as:

— /52 2
OHit = O’X+0'y

ox and oy are the standard deviations of the lateral pixel hit distribution in X- and

Y -direction.

4. The forward to total ratios fi; and fig of pixel hits are defined as:

N, and Nj%, denote the number of hits up to layers 4 and 8, respectively.

fu =
fis =
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Figure 4.4: Distributions of Ny, (left) and Neyys (right) for all events and selected events
of electrons with an average energy of 20 GeV.

Table 4.3 presents an overview of the conditions an event must fulfill to be selected in
this analysis.

Selection results:

Figure 4.4 shows the Ng;- and Ncpe-distributions for all events and selected events of
electrons with an average energy of 20 GeV. The distributions of all events show a peak
at Ny < 300 and Neps < 75. This peak consists of events of particles traversing the
EPICAL-2 without showering. Right of that peak, the distributions show a broad con-
tinuum consisting of electron- and hadron-events with showers partially contained in the
EPICAL-2’s volume. The distributions show a Gaussian-shaped peak at Ny;; ~ 5500 and
Nens =~ 1250. This peak is composed of electron events with a single shower contained in
the EPICAL-2’s volume. The distributions of the selected events feature only the electron
peak with a tail towards low Ng;- and Nepe-values. Except for this tail, the hadron and
muon background is suppressed. With the event selection, the hadron contamination can
be reduced to below 0.7 %, estimated by applying the event selection to simulations of
electrons, hadrons, and muons. Therefore, the influence of hadron events on the perfor-

mance of the EPICAL-2 is negligible in the selected data sample.

Layer of shower start:

The algorithm to determine the layer [y of shower start has been developed in the scope
of this work and is presented in the following. With the definition of Ig, in most events,
lss corresponds to the layer in the EPICAL-2, after which the shower development starts.
Due to the three-consecutive-layer requirement, the [s can only be defined up to layer 20.
Figure 4.5 shows the [y distributions for the data and simulations of electrons, pions,
kaons, protons, and muons with an energy of 20 GeV. For the electron simulation, the

distribution shows a maximum in layer 0 and then decreases by three orders of magnitude
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Figure 4.5: [y distributions for data and simulations of electrons, pions, kaons, protons,
and muons at an energy of 20 GeV.

until layer 4 because most electrons develop a shower in the first layers of the EPICAL-2,
due to the radiation length of tungsten corresponding approximately to the thickness of
one tungsten absorber in the EPICAL-2.

The [ distributions for all the hadron simulations are similar. The distributions for the
hadron simulations increase by a factor of two from layers 0 to 3. From layers 3 to 17, the
distributions for the hadron simulations are flat between values of 1072 and 5-1073. The
flat behavior of the Iy distributions for hadrons is expected because the nuclear absorption
length of tungsten is 99.46 mm [gro23] as discussed in section 1.1.2. This is greater than
the 60 mm of tungsten in the first 20 layers of the EPICAL-2. In total, between 82 % and
88 % of all hadrons traverse the EPICAL-2 without inducing a shower.

The I distribution for muons from layers 0 to 17 is flat at a value of approximately 1073,
which results in over 97 % of muon events without a reconstructed Ig.

The I distribution of the data shows a peak at layer 0 and decreases by two orders of
magnitude until layer 4. This behavior can be expected from electron events. From layers
4 to 17, the distribution from the data is flat at 3 - 1072 with approximately 60 % of
all events without a reconstructed [y, which is caused by hadron and muon events. A
noteworthy feature in the Iy distributions for muons, hadrons, and data is the step-like
structure between layers 17 and 18, where the distribution decreases by about 50 % due

to one sensor in layer 21 being disabled, causing the inability to reconstruct [ beyond
layer 17 in half the EPICAL-2.
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Figure 4.6: Average cluster size for each run, where electrons with an average energy of
20 GeV have been measured.

The difference in the behavior of the I for electrons, muons, and hadrons in the early

layers is exploited in the event selection to identify electron events.

4.5 Run quality analysis

The EPICAL-2’s performance is not influenced by changes in the data-taking conditions.
This is verified in a so-called run quality analysis performed in the scope of this thesis. The
verification of a consistent behavior of the EPICAL-2 has been performed for the DESY
data and is presented in [Keu21]. In the following, the verification of a consistent behavior
of the EPICAL-2 across all runs of the same energy for the CERN-SPS data without back-
bias voltage is presented. Four observables that characterize the EPICAL-2’s behavior
have been compared between runs for a given primary-electron energy: the average cluster
size Scius, the mean pup;; detector response for pixel hits, the mean picy,s detector response

for clusters and the maximum ¢,,,, of the longitudinal shower profile.

4.5.1 Cluster size

Figure 4.6 shows the average cluster size Sci,s exemplary for each run at a beam energy of
20 GeV as well as the mean (Squs) over all runs, weighted by the number of selected events
per run, and the statistical uncertainty of the weighted mean. Scy,s fluctuates around the
weighted mean within the corresponding statistical uncertainties for each run. Amongst
all analyzed runs, Scps for run 3007 deviated furthest from the weighted mean. It is
possible that this deviation results from statistical fluctuations due to the low statistics

in this run. The average cluster size Sciys for the other test-beam energies is presented in
Appendix A.
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Figure 4.7: Mean pixel hit (left) and cluster (right) detector response for each run, where
electrons with an average energy of 20 GeV have been measured.

4.5.2 Detector response

Figure 4.7 presents the mean pixel hit (cluster) detector response ppis (ficis) exemplary
for each run at a beam energy of 20 GeV and the weighted mean over all runs. Both
observables fluctuate around their respective mean within their statistical uncertainties.
It is noteworthy, that ppy and pcs are correlated. This is especially visible in run
3007, where both pmi and pcps are below the mean value. This correlation is plausible
because the number of hits and clusters are proportional, with the average cluster size as
a proportionality constant. The mean hit (cluster) detector response ppit (pcis) for the

other test-beam energies is presented in Appendix B and C.

4.5.3 Longitudinal shower maximum

The longitudinal shower profile is defined as the number of pixel hits as a function of
the layer number in the EPICAL-2. To determine the maximum ¢,,,, of the longitudinal
shower profile, a parameterization of the longitudinal shower profile with the gamma
distribution feamma(; e, 0) is performed. feamma(7; v, ) is defined as [ROO23]:

fgamma (7 @, 0) = x*led (4.14)

['(«) refers to the so-called gamma function, «, and @ are free parameters. From «, and
0 the maximum of the parameterization, referred to as t,,., can be calculated as follows
[Wik23b]:

tmax = (@ —1)0 (4.15)

Figure 4.8 (left) depicts the longitudinal shower profile for the data at a beam energy
of 20 GeV and the corresponding parameterization with feamma(z; v, 6). In layer 21, the
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Figure 4.8: Longitudinal shower profile with gamma distribution parameterization (left)
from electrons with an average energy of 20 GeV and the maximum of the longitudinal
shower profile (right) for each run, where electrons with an average energy of 20 GeV have
been measured.

profile is decreased by about 50 % compared to the parameterization, which is caused by
a disabled sensor in this layer.

Figure 4.8 (right) shows .« exemplary for each run at a beam energy of 20 GeV and the
weighted mean of all runs. The fluctuations of ¢, for the different runs are compatible
with the mean within their statistical uncertainties. The longitudinal shower maximum

tmax for the other test-beam energies is presented in Appendix D.

The observables Scius, UHits fows, and thax, fluctuate around their respective weighted
mean values within their statistical uncertainties. This verifies that changes in the con-
ditions during the data taking had no statistically significant impact on the EPICAL-2’s

behavior.
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Chapter 5

Results

In the scope of this thesis, the EPICAL-2’s performance is analyzed in three separate
studies: back-bias voltage variations, radial cuts, and leakage. Before discussing these
studies, this chapter introduces two effects, saturation, and angular cluster enlargement,
that are necessary to understand the presented results. Furthermore, a measure for the
linearity of the EPICAL-2 is introduced.

5.1 Saturation and angular cluster-enlargement

Saturation:

Digital pixel calorimeters like the EPICAL-2 are subject to so-called saturation effects:
At sufficiently high charged-particle density per sensor area, the increase in the number
of pixel hits and clusters is not proportional to the number of charged particles travers-
ing the sensor, as multiple charged particles contribute to the same pixel hit. In the
EPICAL-2, saturation is strongest in a cylinder with a few mm radius around the beam
impact position. The influence of saturation increases with the primary-electron energy
since the number of charged particles in an electromagnetic shower and, thus, the density
of charged particles per sensor area increases with the primary-electron energy. Cluster
merging, as described in section 4.2, may be induced by saturation. Therefore, usually,

saturation affects observables based on clusters more than those based on pixel hits.

Angular cluster-enlargement:

A charged particle traversing a sensor in the EPICAL-2 under an angle with respect
to the z-axis will liberate more charge carriers in the epitaxial layer than a charged
particle traversing the sensor perpendicularly as its path through the epitaxial layer is
longer. Therefore, particles traversing the sensor at an angle will induce larger clusters
compared to particles traversing the sensor perpendicularly. This effect is referred to
as angular cluster-enlargement. The angular cluster-enlargement increases with distance

from the beam impact position in the lateral direction. The influence of angular cluster-
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enlargement decreases with the primary-electron energy due to the average momentum in
the longitudinal direction of shower particles increasing with the primary-electron energy:.
Response observables based on pixel hits are influenced more than ones based on clusters,

as angular cluster-enlargement only influences the cluster size, not their number.

5.2 Measure of linearity

The linearity of the EPICAL-2 is an important performance characteristic. In this work,
the measure A\ of linearity is used to quantify the linearity of the EPICAL-2. X is a
modified version of the coefficient 72 of determination [Wik24], which is a measure for the

goodness of a parameterization. A and r? are related as follows:
A=1-172 (5.1)

To determine A, first, the detector response pimit,cius @s @ function of the primary-electron

energy F is parametrized with the following linear function:
f(E)=a-FE (5.2)

The parameter a denotes the slope of the linear function. The measure X is calculated as

follows [Wik24]:

SI‘GS
A = 5.3
Stot ( )

Stes = Z(/vbl - f(El))2 (54)
Stot = Z(Mi — )? (5.5)

For a certain datapoint i, p; and Ej are the corresponding number of pixel hits or clusters
and primary-electron energy. p is the mean of u; over all datapoints. A value of A = 0
would indicate perfect linearity of the EPICAL-2, and larger values of ) indicate deviations

from an exactly linear behavior.

5.3 Back-bias voltage variations

A back-bias voltage Vgp changes the behavior of the sensors in the EPICAL-2 as de-
scribed in section 2.1.3. The purpose of the analysis presented in this section is to study
the influence of back-bias voltage of the sensors on the EPICAL-2’s performance: The
performance of the EPICAL-2 in data taken with Vgg = 0V is compared to data taken

with Vgg = 3V. As described in section 4.1, during the test-beam campaign with the
EPICAL-2 at CERN-SPS, data was recorded with both Vgg = 0V and Vgg = 3V applied
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to all sensors in even-numbered layers of the EPICAL-2 for primary-electron energies of
20, 40, and 60 GeV.
Due to the design of the EPICAL-2, Vgg # 0 is only possible in every even-numbered
layer. Therefore, all odd-numbered layers of the EPICAL-2 are excluded from this anal-
ysis. The exclusion of all odd-numbered layers will result in a decrease in the detector
response by a factor of approximately two.
As mentioned in section 4.1, the sensor on the left side of layer 2 of the EPICAL-2 was
disabled during the measurements with Vgg = 3V. To ensure comparability of the data
sets with Vgg = 0 and Vgg = 3V, the sensor on the left side of layer 2 of the EPICAL-2
is excluded from this analysis.
The excluded sensor mentioned above has an influence on several observables used for the
event selection described in section 4.4.2. Therefore, a modified event-selection process
is employed for this analysis: Only events with a single cluster located inside the fiducial
area of layer 0 of the EPICAL-2 are selected as described in section 4.4.2. Additionally,
for each data set, the mean uy; and standard deviation oy of the distribution of the
number Npg;; of pixel hits is calculated. Events that fulfill the following condition are
selected:

paic — 9+ onie < Nuip < g + 9 - OHit (5.6)

The clustering described in section 4.2 and the corrections described in section 4.3, ex-
cept the calibration, are applied for this study. The calibration, which can improve the
EPICAL-2’s performance, is not applied for this study since the calibration factors can-
not be determined for sensors that are operated with Vgg = 3V due to no cosmic muons
having been measured with that setting.

The influence of back-bias voltage on the following three performance-characterizing ob-
servables is studied: the mean cluster size Scis, the detector response Mt Clus fOT pixel

hits and clusters, and the energy resolution for pixel hits and clusters.

5.3.1 Average cluster size

Figure 5.1 (left) shows the distribution of the cluster size Scy,s for measurements of elec-
trons at the energies of 20, 40 and 60 GeV with a back-bias voltage of Vgg = 0V and
Veg = 3V applied to the sensors in the EPICAL-2. All distributions have a similar
shape: Over 70% of all clusters have a cluster size Scis < 4. For Scis > 4, as the
cluster size increases, the number of clusters decreases. Notable differences between the
distributions of the data recorded with Vgg = 3V compared to Vgg = 0V is an increase
in the number of clusters with 2 < Scy,s < 5, with the largest increase (approximately
20 %) being observed at Scius = 4. For Sciys > 5 the number of clusters is decreased by
up to 35 % in the data set with Vgg = 3V compared to the data set with Vgg = 0V.

Figure 5.1 (right) shows the average cluster size Scyys as a function of the primary-electron

energy E for measurements with a back-bias voltage of Vgg = 0V and Vg = 3V applied
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Figure 5.1: Distribution of the cluster size for the primary-electron energies of 20, 40 and
60 GeV (left) and mean cluster size as a function of the primary-electron energy (right)
for a back-bias voltage setting of Vgg =0V and Vgg =3 V.

to the sensors in the EPICAL-2. Over the measured energy range, Sciys increases with £
by approximately 0.4 pixel hits for the data set with Vgg = 0V and approximately 0.3
pixel hits for the data set with Vgg = 3 V. The data set with Vgg = 3V features an up
to 8 % smaller average cluster size than the data set with Vg = 0V.

The increase in clusters with 2 < Sy, < 5 and decrease in clusters with Scy,s > 5 present
in the data set with Vgg = 3V compared to the data set with Vgg = 0V observed in
figure 5.1 (left), results in a decrease of the average cluster size observed in figure 5.1
(right), and can be explained as follows: With Vg = 3V the depletion region of the
collection implants in the sensors of the EPICAL-2 is enlarged compared to Vgg =0V,
as described in sections 1.3.1 and 2.1.3. Therefore, the mean distance a free charge carrier
inside the epitaxial layer of the sensors in the EPICAL-2 can travel before it reaches a col-
lection implant is reduced. Thus, the area over which the charge carriers spread inside the
epitaxial layer gets smaller, resulting in reduced charge sharing between the pixels in the
EPICAL-2 and, therefore, a smaller average cluster size in the data set with Vgg = 3V
compared to Vgg = 0V. Additionally, saturation and cluster merging is likely supressed
with Vgg = 3V compared to Vgg = 0V.

5.3.2 Detector response and linearity

Figure 5.2 (left) shows the mean detector response p;, for pixel hits and the mean detec-

tor response jics for clusters as a function of the primary-electron energy F for the data
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Figure 5.2: Mean detector response for hits and clusters as a function of the primary-
electron energy for a back-bias voltage setting of Vgg = 0V and Vgg = 3V with linear
parameterizations (left) and table presenting an overview of the parameters a of the linear
parameterizations and the corresponding measures A of linearity (right).

set with Vgg = 0V and the data set with Vgg = 3V as well as parametrizations of pp;;
and s with a linear function. Figure 5.1 (right) shows a table presenting an overview
of the slope a and the measure X of linearity.

e increases linearly with £ with a slope of (128.1 4+ 0.2) GeV ™! for Vgg = 0V and a
slope of (120.4 4 0.6) GeV ™' for Vgg = 3 V. The difference in the slope of approximately
6.4 % between the data sets with Vgg = 0V and Vg = 3V can be explained by the
reduction of the cluster size described in section 5.3.1: The clusters in the data set with
Vg = 3V show on average between 4 % and 8 % fewer pixel hits than in the data set
with Vg = 0V, therefore, the mean detector response for pixel hits is reduced.

Since the value of A for Vgg = 0V is approximately one order of magnitude smaller than
for Vgg = 3V it follows that the data set with Vgg = 0V shows better linearity than the
data set with Vgg =3 V.

Similar to ppy;, the detector response pcys for clusters increases linearly with E with a
slope of (28.24:0.7) GeV ™! for Vgg = 0V and a slope of (28.740.7) GeV ™" for Vgg = 3 V.
It follows that the change in the back-bias voltage has no significant effect on .. This
is plausible because back-bias voltage is expected to only affect cluster size, not their
number, except for a minor increase in the data set with Vgg = 3V since clusters are less
likely to merge. However, the effect of reduced cluster merging on pcys is smaller than

the statistical uncertainties in the measurements presented here.
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Figure 5.3: Energy resolution for pixel hits and clusters as a function of the primary-
electron energy for a back-bias voltage setting of Vgg =0V and Vgg =3 V.

The value of A for Vgg = 0V is approximately 12 % larger than for Vgg = 3V, indi-
cating a slight improvement of the EPICAL-2’s linearity for clusters with Vgg = 3V
compared to Vgg =0V.

5.3.3 Energy resolution

Figure 5.3 shows the energy resolution for pixel hits and clusters as a function of the
primary-electron energy FE for the data sets with Vgg = 0V and with Vgg =3 V. As ex-
plained in section 1.2, for an electromagnetic calorimeter like the EPICAL-2, a reduction
of the energy resolution with approximately o/ o< 1/v/E is expected. Such a reduction is
observed for the energy resolution for both pixel hits and clusters and for both Vgg =0V
and Vg = 3V. For both back-bias voltage settings, the energy resolution for clusters is
between 16 % to 20 % better than for pixel hits as the number of pixel hits resulting from
a single charged shower particle is subject to statistical fluctuations, which translate to
fluctuations in the number of pixel hits and thus worsen the energy resolution for pixel
hits. However, these fluctuations have no effect on the energy resolution for clusters.

For pixel hits, the energy resolution with Vg = 3V is improved by up to 15 % compared
to the energy resolution with Vgg = 0V. A similar effect is observed for clusters, where
the energy resolution with Vgg = 3V is improved by up to 17 % compared to the energy
resolution with Vgg = 0V. The improvement of the energy resolution with Vgg = 3V
compared to Vgg = 0V can be explained as follows: Saturation effects are subject to sta-

tistical fluctuations that worsen the energy resolution for pixel hits and clusters. Due to
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Figure 5.4: Hlustration of the included and excluded area on the sensors in the EPICAL-2
for the inner and outer radial cut.

the reduced cluster size and, therefore, reduced number of pixel hits in the data set with
Vg = 3V compared to Vgg = 0V, at a comparable charged particle density, it is less
likely that multiple charged particles contribute to the same pixel hits or clusters. This
means saturation, and thus the statistical fluctuations resulting from saturation, are re-

duced in the data set with Vgg = 3V compared to Vgg = 0V and the resolution improves.

Back-bias voltage variations - summary

The study of the influence of back-bias voltage on the performance of the EPICAL-2
showed the following: The back-bias voltage worsens the linearity for pixel hits while it
slightly improves the linearity for clusters. The energy resolution can be improved by up

to 15 % for pixel hits and up to 17 % for clusters.

5.4 Radial cuts

Excluding the pixel hits and clusters in the shower core or near the edge of the EPICAL-2,
which can be accomplished by so-called radial cuts, could positively influence the perfor-
mance. In the analysis presented in this section, the influence of radial cuts on the
EPICAL-2’s performance is studied.

Two different radial cuts are investigated: an outer radial cut and an inner radial cut.
Figure 5.4 illustrates the difference between the cuts. When applying the outer radial
cut, every pixel hit (cluster) whose center is located inside a cylinder with radius roy

around the beam impact position contributes to the detector response. When applying
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the inner radial cut, every pixel hit (cluster) whose center is located outside a cylinder
with radius 7, around the beam impact position contributes to the detector response.
Here again, the influence of the radial cuts on the following performance characterizing
observables is studied: The mean cluster size Scy,s, the detector response [mit, Clus for pixel
hits and clusters, the linearity, and the energy resolution. In this section, rather than the

detector response and energy resolution, the normalized detector response g ¢, and

the normalized energy resolution pio™, . are discussed, which are calculated as follows:

Norm _ MHit,Clus
:uHit,Clus - (57)
E
Norm _ OHit,Clus * 'V E 58
pHit,Clus - ( : )
HHit,Clus

Lit,clus Tefers to the mean detector response for pixel hits or clusters, ot s refers to
the standard deviation of the detector response for pixel hits or clusters, and E is the
primary-electron energy. These normalizations are chosen because, due to the number
of shower particles increasing with F, the observables pmi; c1us and the energy resolution

show the following proportionality on E:

HHit,Clus X E (59)
OHit,Clus 1
—

_— 5.10
HHit,Clus \/E ( )

The normalization is performed to improve the presentability of the observables and to

highlight differences between the primary-electron energies that do not result from the

number of shower particles increasing with F.

In the analysis presented in this section, clustering, corrections, and selections are applied

to the test-beam data as described in section 4.2, section 4.3, and section 4.4.

5.4.1 Outer radial cut

The study of the influence of an outer radial cut on the observables Scius, U™, pNo™,

Norm

M and popst is presented in this section. For the purpose of this study,

N
)\Hit ) /\Clus ’ IOHiOtr

the cut radius roy is varied in a range from 1 mm < rgy < 15mm in 1 mm increments.

Mean cluster size:

Figure 5.5 shows the mean cluster size Scis as a function of the cut radius roy; for
different primary-electron energies. For ro,; > 3 mm, the mean cluster size behaves sim-
ilarly for all primary-electron energies E: An increase of Scps between 2% to 4% is
observed, likely due to angular cluster-enlargement. As discussed in section 5.1, angular
cluster-enlargement increases the further away from the beam-impact position a cluster
is located. Therefore, when roy. gets smaller, more enlarged clusters are excluded, and

the average cluster size decreases. For 7oy < 3 mm the behaviour of Scys differs between
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Figure 5.5: Average cluster size as a function of the outer cut radius for different primary-
electron energies.

E <58GeV and E > 20GeV: For EF < 5.8 GeV the mean cluster size increases with
row. Lhe explanation for this behaviour is the same as for rou > 3mm. For £ > 20 GeV
Scis decreases with 7oy until a primary-electron energy specific minimum is reached.
The behavior of Sciys for 7ow < 3mm can be explained via cluster merging, which gets
more likely with increasing F and decreasing distance from the beam-impact position.

Merged clusters are typically larger than unmerged clusters.

Detector response and linearity:

Figure 5.6 (top left) and (top right) shows the normalized detector responses iy ¢, for
pixel hits and clusters as a function of the cut radius roy for different primary-electron
energies. Both pNd™ and ud™ increase with rou until they saturate at a primary-
electron energy specific value. Even though both observables are normalized to E, an
ordering depending on the primary-electron energy is observed: uﬁﬁ%lus decreases with
E. The separation of the different primary-electron energies regarding the observable

Norm

P is approximately 3 times smaller than for pdym™

lus

. This is explainable by two effects:
saturation and longitudinal leakage. Saturation reduces the mean detector response be-
cause multiple charged shower particles contribute to the same pixel hits or clusters, as
explained in section 5.1. Since saturation increases with the primary-electron energy, the
normalized detector response decreases with F. Saturation also induces cluster merging,
which further reduces the mean detector response for clusters. Therefore, the difference
between the primary-electron energies is larger for uNo™ than for uNo™. An effect that
also reduces the mean detector response is longitudinal leakage, which is further discussed
in section 5.5. Longitudinal leakage also increases with the primary-electron energy and,

therefore, contributes to the separation of the normalized detector response between the
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Figure 5.6: Mean detector response for pixel hits (top left) and clusters (top right) as
a function of the outer cut radius for different primary-electron energies. Measure of
linearity (bottom) for pixel hits and clusters as a function of the outer cut radius.

different primary-electron energies.

Figure 5.6 (bottom) shows the measure Apit cius Of linearity for pixel hits and clusters as
a function of the cut radius roy. For pixel hits, Agj decreases with ro, until reaching
a minimum at roy, = 6 mm. After the minimum, Apy;; increases with rou. Therefore, an
outer radial cut can benefit the linearity of the EPICAL-2 when studying pixel hits. The
improvement of the linearity is likely caused by the linearity-harming effect of angular
cluster-enlargement being suppressed by an outer radial cut. For clusters, Acy,s decreases
with roy until it converges to Acius =~ 3.5 - 1072 for roy > 12mm. It follows that the
application of an outer radial cut does not improve the linearity of clusters since the
above-mentioned angular cluster-enlargement, which gets suppressed by an outer radial

cut, has no influence on the detector response for clusters.

Energy resolution:
Figure 5.7 (left) shows the normalized energy resolution pRXo™ for pixel hits as a function

of the cut radius ro, for different primary-electron energies. For all E, the behaviour of
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Figure 5.7: Energy resolution for pixel hits (left) and clusters (right) as a function of the
outer cut radius for different primary-electron energies.

Norm

PRI is similar: pNO™ improves with roy. It follows that an outer radial cut does not

benefit the energy resolution for pixel hits. A noteworthy feature is the primary-electron

energy ordering of pNo™: pNo™ worsens with increasing E, which is likely caused by sat-

uration: As mentioned in section 5.1, saturation increases with energy, and, as described

in section 5.3.3, saturation worsens the energy resolution.

Figure 5.7 (right) shows the normalized energy resolution pX™ for clusters as a function
Norm

of the cut radius 7oy for different primary-electron energies. Similar to pp™, a primary-

electron energy ordering of pRo™ is observed. For E < 40 GeV pi™ decreases with 7oy

For E > 60 GeV a minimum of pio™ at 7o, = 8mm is present: pNO™ is approximately

4% better at the minimum than at roy = 15 mm. The improvement in the resolution via
an outer radial cut can be explained as follows: The distance of the beam-impact position
to the edges of the EPICAL-2 in the lateral plane is subject to statistical fluctuations.
Since leakage depends on the distance of the beam-impact position to the edges of the
EPICAL-2, these statistical fluctuations translate to variations in the detector response
and, therefore, worsen the energy resolution of the EPICAL-2. The effects of the edges
of the EPICAL-2 are suppressed by an outer radial cut. Therefore, it is possible to im-

prove the energy resolution for clusters by up to 4 % through the use of an outer radial cut.

Outer radial cut - summary:
An outer radial cut has the potential to improve the linearity for pixel hits but not for
clusters. The energy resolution for clusters for £ > 60 GeV can also be improved by an

outer radial cut.
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Figure 5.8: Average cluster size as a function of the inner cut radius for different primary-
electron energies.

5.4.2 Inner radial cut

A study of the influence of an inner radial cut on the observables Scius, uRI™, uNo™,

N
>\Hit7 /\Clu57 pH?tr
the cut radius r, is varied in a range from O mm < r, < 4mm in 0.1 mm increments for

Norm

™, and pept is presented in this section. For the purpose of this study,

Omm < rq, < 1mm and 1 mm increments for 1 mm < rq, < 4mm.

Mean cluster size:

Figure 5.8 shows the mean cluster size Scis as a function of the cut radius 7, for dif-
ferent primary-electron energies. Sc,s decreases with rp, until a primary-electron energy
specific minimum is reached, after which Scy.s increases with rp,. With increasing E, the
minnimum of Scys shifts towards higher r,: At E = 1 GeV the minimum is observed at
T = 0.1 mm while at £ = 80 GeV the minimum is observed at rq, = 0.6 mm.

The behavior of Scys under variation of r, can be explained by cluster merging and
angular cluster-enlargement as follows: The likelihood of clusters merging increases the
closer clusters are located to the beam impact position. Therefore, when rp, increases,
the average cluster size decreases since merged clusters, which are typically larger than
unmerged clusters, are excluded. The increase of Scyys after the minimum occurs because
clusters close to the beam impact position, which are likely not subject to angular cluster-
enlargement, are excluded by an inner radial cut. This leads to a higher contribution of
angularly enlarged clusters located far from the beam impact position, which leads to an
increase of Scys.

The minimum is likely located at a value of 7, at which most merged clusters are ex-

cluded while preserving most clusters that are not subject to angular cluster-enlargement.
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Figure 5.9: Mean detector response for pixel hits (top left) and clusters (top right) as
a function of the inner cut radius for different primary-electron energies. Measure of
linearity (bottom) for pixel hits and clusters as a function of the inner cut radius.

The minimum shifts towards higher values rp, because the probability of clusters merging

increases with F, while angular cluster-enlargement decreases with £.

Detector response and linearity:

Norm

Figure 5.9 (top left) and (top right) show the normalized detector responses ppi'¢y,, for

pixel hits and clusters as a function of the cut radius rp, for different primary-electron

energies. puRo™ decreases approximately linearly with r, with a slope of approximately

—80GeV 'mm~! for all E. A similar approximately linear decrease with a slope of
—25GeV'mm™! is observed for uN™ for E < 5.8GeV. For E > 20 GeV the behaviour
of ,ugorm differs from F < 5.8GeV: At r, < 0.1mm almost no decrease of p,gﬁf;“ is

lus

present. At rr, > 0.6 mm the decrease of ud™ converges towards a linear decrease with

a slope of approximately —14 GeV 'mm™!.

The difference in the behavior of uNe™ be-
tween E < 5.8GeV and E > 20 GeV can be explained by cluster merging: Due to the
high density of clusters near the beam impact position at £ > 20 GeV, likely multiple

clusters are merged. Therefore, the number of clusters in a certain area near the beam
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impact position is likely smaller than the number of charged shower particles traversing
the same area. This is different for £ < 5.8 GeV, where cluster merging is less likely
to occur, and the number of clusters in a certain area is likely similar to the number of
charged shower particles traversing the same area. Therefore, the normalized number of
clusters near the beam impact position for £ > 20 GeV is lower than for £ < 5.8 GeV.
Figure 5.9 (bottom) shows the measure Api; cius Of linearity for pixel hits and clusters as
a function of the cut radius rp,. For pixel hits, \g; decreases by more than a factor of 2
until reaching a minimum at r, = 0.3mm. After the minimum Apg; increases with rp,.
The improvement of the linearity at r, = 0.3 mm can be explained as follows: Since the
effect of saturation on the mean detector response increases with the primary-electron
energy, saturation leads to deviations from a linear increase of the detector response as
a function of E. Therefore, saturation worsens the linearity. As described in section 5.1,
saturation occurs most likely close to the beam impact position. An inner radial cut with
rm = 0.3 mm excludes pixel hits near the beam impact position and, therefore, suppresses
the effect of saturation. It follows that by applying an inner radial cut of ry, = 0.3 mm,
the linearity of the mean detector response for pixel hits can be improved.

For clusters, Acs decreases by approximately one order of magnitude until reaching a
minimum at r, = 2mm. After the minimum Aqp, increases with r,. Similar to pixel
hits, this behavior can be explained by the suppression of saturation by an inner radial
cut. The improvement of the linearity and the value of rp, at which the best linearity is
achieved is approximately 5 times larger for clusters than for pixel hits because satura-
tion has a stronger effect on clusters than on pixel hits due to saturation-induced cluster
merging. It follows that the application of an inner radial cut can benefit the linearity of

the detector response for clusters.

Energy resolution:

Figure 5.10 (left) and (right) show the normalized energy resolution pi%d,,, for pixel hits
and clusters as a function of the cut radius ry, for different primary-electron energies. For
all primary-electron energies, pﬁﬁf‘&us increases with rp,. Due to pixel hits and clusters
being excluded by an inner radial cut, for each event the detector response is reduced.
This increases the relative fluctuations of the detector response between the events, which
leads to worse energy resolution. Therefore, neither for pixel hits nor for clusters can the

energy resolution of the EPICAL-2 be improved by the application of an inner radial cut.
Inner radial cut - summary:

An inner radial cut has the potential to improve the linearity of the EPICAL-2 for both

pixel hits and clusters. The energy resolution worsens with an inner radial cut.
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Figure 5.10: Energy resolution for pixel hits (left) and clusters (right) as a function of the
inner cut radius for different primary-electron energies.

5.5 Leakage

Leakage of shower particles out of the volume of the EPICAL-2 influences the per-
formance. An enlarged version of the EPICAL-2, called EPICAL-2L, is simulated to
study the influence of leakage in this thesis. Since longitudinal leakage is expected to
depend on the primary-electron energy FE, simulations beyond the test-beam energies
from £ =0.2GeV to E = 1000 GeV are analyzed. To study leakage, the following
performance-characterizing observables are compared between the EPICAL-2 simulation
and the EPICAL-2L simulation: the mean cluster size Scys, the detector response [Hit, Clus
for pixel hits and clusters, the measure Ami; s Of linearity, and the energy resolution
OHit,Clus/ Hit, Clus TOT pixel hits and clusters.

In the following, in addition to the total leakage, the longitudinal leakage and lateral leak-
age are studied. To accomplish this, two different cuts are applied to simulation data of
the EPICAL-2L: a longitudinal cut and a lateral cut. With the longitudinal cut applied,
every pixel hit and cluster beyond layer 23 is excluded, effectively giving the EPICAL-2L
the same length as the EPICAL-2. Therefore, the effects of leakage in only the lateral
direction can be studied. With the lateral cut applied, every pixel hit and cluster out-
side the following region is excluded, effectively giving the EPICAL-2L the same lateral
dimensions as the EPICAL-2: 1536 < column < 2560 and —512 < row < 512. Therefore,
the effects of leakage in only the longitudinal direction can be studied. Via the application
of both cuts, the consistent behavior of the EPICAL-2 and EPICAL-2L simulations can
be verified for each observable studied.

In the analysis presented in this section, no corrections or selections are necessary since, in
the simulation, the dimensions of the EPICAL-2 and EPICAL-2L are exact, the behavior
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Figure 5.11: Number of pixel hits integrated over all events and layers of the EPICAL-2
(left) and the EPICAL-2L (right) as a function of column and row for simulations with a
primary-electron energy of 80 GeV.

is consistent across all pixels in the EPICAL-2 and EPICAL-2L and clean data samples of
single-electron events are present. For this analysis, pixel hits are clustered as described

in section 4.2.

5.5.1 Pixel-hit profiles of the EPICAL-2 and EPICAL-2L

In preparation for the studies of the influence of leakage on the detector performance, the
distribution of pixel hits in the lateral and longitudinal direction of the EPICAL-2 and
EPICAL-2L are studied.

Figure 5.11 (left) shows the number of pixel hits as a function of column and row, referred
to as a hitmap, integrated over all events and layers of the EPICAL-2 simulation with
a primary-electron energy of 80 GeV. In the center of the EPICAL-2, a square-shaped
area with approximately 600 hits per pixel is measured. This area corresponds to the
16x 16 mm? area over which the primary electrons are distributed in the simulation as
described in section 3.1. Towards the edges of the hitmap, the number of hits per pixel
decreases by approximately one order of magnitude compared to the center of the hitmap.
Towards the corners of the hitmap, the number of hits per pixel decreases by up to two
orders of magnitude compared to the center of the hitmap.

Figure 5.11 (right) shows the hitmap integrated over all events and all layers of the
EPICAL-2L simulation with a primary-electron energy of 80 GeV. Like in the Hitmap
for the EPICAL-2, in the center of the EPICAL-2L, the square-shaped area with up to
600 hits per pixel, resulting from the beam profile, is present. Compared to the center
of the hitmap, the number of hits per pixel decreases by approximately three orders of
magnitude towards the edges of the hitmap and by up to five orders of magnitude towards
the corners of the hitmap.

Figure 5.12 shows the number of pixel hits per pixel column of the EPICAL-2 and
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Figure 5.12: Normalized number of pixel hits as a function of the column in the EPICAL-2
and EPICAL-2L for simulations with a primary-electron energy of 80 GeV and 500 GeV.

EPICAL-2L, which corresponds to the projection of the hitmap on the row axis, for
simulations with a primary-electron energy E of 80 and 500 GeV, normalized on the num-
ber Ng, of events and the primary-electron energy E. In figure 5.12, a constant of 1536
is added to the column of the EPICAL-2 for presentational purposes so that the center
of the EPICAL-2 and EPICAL-2L align in the plot.

The distributions for the EPICAL-2 at 80 GeV and 500 GeV behave similarly: They
show an approximately 512-column wide plateau centered at column 2048, which results
from the beam profile. Towards the edges of the EPICAL-2, both distributions decrease
approximately by one order of magnitude. A noteworthy difference between the distri-
butions for the EPICAL-2 at 80 GeV and 500 GeV is that, despite the normalization on
E, they do not align perfectly: The distribution for 500 GeV shows approximately 12 %
fewer pixel hits per event and E. This is due to deviations from linearity, likely caused
by two effects: First, as mentioned in section 5.4.2, saturation decreases the normalized
detector response, which corresponds to the integral over the distribution shown in figure
5.12. Since saturation is more likely at higher energies, the distribution for 500 GeV shows
fewer pixel hits per event and E than the distribution for 80 GeV. Second, longitudinal
leakage also decreases the detector response. Since longitudinal leakage increases with
the primary-electron energy because the shower maximum shifts towards later layers, this
also contributes to the difference between the distributions for 80 GeV and 500 GeV.
Both the distribution at 80 GeV and 500 GeV for the EPICAL-2L. show a plateau simi-
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lar to the distributions for the EPICAL-2 and drop by about three orders of magnitude
towards the edges of the EPICAL-2L. A difference in the number of pixel hits per event
and E between the distribution for 80 GeV and 500 GeV, similar to what is observed for
the EPICAL-2, is also present in the EPICAL-2L, but only for 1600 < column < 2500.
Outside that range, the distributions for the EPICAL-2L are the same within statisti-
cal uncertainties. This can be explained as follows: Near the center of the EPICAL-2L,
saturation causes a difference between the distributions for 80 GeV and 500 GeV as it is
the case for the EPICAL-2. Since saturation is mostly relevant near the beam impact
position, as mentioned in 5.1, outside the range 1600 < column < 2500, saturation be-
comes insignificant. Therefore, the distributions are the same in that range. In the case of
the EPICAL-2L, longitudinal leakage is likely not contributing to the difference between
the distributions for 80 GeV and 500 GeV, since longitudinal leakage is expected to be
negligible in the EPICAL-2L.

For the EPICAL-2, the decrease in the number of pixel hits is steeper than for the
EPICAL-2L. Thus, even in an area corresponding to the active area of the EPICAL-2, the
EPICAL-2L behaves differently. Shower particles leaving the EPICAL-2 are unlikely to
reenter its volume since there is no material despite air outside the EPICAL-2’s volume.
For the EPICAL-2L, this is different. The tungsten absorbers of the EPICAL-2L laterally
extend outside an area corresponding to that of the EPICAL-2. The additional tungsten
enables the scattering of shower particles back into a volume that corresponds to the size
of the EPICAL-2. These backscattered particles induce additional pixel hits inside that
volume, causing the observed difference between the distributions of the EPICAL-2 and
EPICAL-2L.

Figure 5.13 shows the number of pixel hits per layer of the EPICAL-2 and EPICAL-2L
for simulations with a primary-electron energy of 80 GeV and 500 GeV, normalized on the
number Ng,; of events and the primary-electron energy E. All distributions increase until
a maximum is reached, and then they decrease approximately exponentially. For both
the EPICAL-2 and EPICAL-2L simulations, the maximum shifts from layer 10 to layer
12 when comparing F = 80GeV to £ = 500 GeV. The distributions for the EPICAL-2
decrease in the range from the maximum until layer 23 by approximately one order of
magnitude for 80 GeV and by a factor of 4 for 500 GeV. Both the distributions for 80 GeV
and 500 GeV for the EPICAL-2L decrease in the range from the maximum until layer 95
by approximately six orders of magnitude.

Past the maximum, for both distributions of the EPICAL-2 the observed decrease is
steeper than for the EPICAL-2L. The explanation for this behavior is similar to the ex-
planation for the difference of the distributions in the lateral direction: The absorbers in
the additional layers of the EPICAL-2L enable the backscattering of shower particles into
the volume before layer 23, where they can induce additional pixel hits.

It follows from the observation in figure 5.12 and figure 5.13 that the EPICAL-2L behaves
differently inside the volume corresponding to that of the EPICAL-2 due to backscattering
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Figure 5.13: Normalized number of pixel hits as a function of the layer in the EPICAL-2
and EPICAL-2L for simulations with a primary-electron energy of 80 GeV and 500 GeV.

of shower particles. Since this difference could influence the results presented in the follow-
ing, it is important to verify the compatibility of the two detectors for each performance
observable studied by applying both longitudinal and lateral cuts to the EPICAL-2L si-
multaneously: By applying both cuts the EPICAL-2L has effectively the same size as
EPICAL-2 and any difference in the performance observables could be caused by the

above explained backscattering.

5.5.2 Average cluster size

Figure 5.14 shows the mean cluster size Scius as a function of the primary-electron energy
E in simulations of the EPICAL-2 and EPICAL-2L with different cut settings applied
to the EPICAL-2L. For the EPICAL-2 and all cut settings for the EPICAL-2L, Scius
increases with E. Scys for the EPICAL-2 and the EPICAL-2L with both cuts applied
behave the same within statistical uncertainties. Therefore, backscattering of shower
particles has no effect on the observable Scys in the EPICAL-2L. For E < 80 GeV, Scius
in the EPICAL-2L simulation with the lateral cut and the EPICAL-2 simulation are the
same within statistical uncertainties. The EPICAL-2 simulation shows up to 2.5 % smaller
Scis than the EPICAL-2L simulations with the longitudinal cut and without cuts, likely

because angular cluster-enlargement is increased for a laterally extended EPICAL-2. For
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Figure 5.14: Mean cluster size as a function of the primary-electron energy in simulations
of the EPICAL-2 and EPICAL-2L with different cut settings applied to the EPICAL-2L.

E > 200 GeV, in the EPICAL-2 simulation, Scys is decreased by up to 10 % compared to
the EPICAL-2L simulation with the longitudinal cut, the lateral cut, and without cuts,
likely because the influence of cluster merging on Scyys is reduced when enlarging the
EPICAL-2 in either longitudinal or lateral direction since almost all merged clusters are
located inside the volume of the EPICAL-2. Therefore, the observables discussed in the

following likely also show signs of cluster merging being less influential in an enlarged
EPICAL-2.

5.5.3 Detector response and linearity

Figure 5.15 shows the detector response pup; for pixel hits (left) and detector response
Lo for clusters (right) as a function of the primary-electron energy E' in simulations of
the EPICAL-2 and EPICAL-2L with different cut settings applied to the EPICAL-2L, and
corresponding linear parameterizations. The parameterizations have been performed in a
range from 0.2 GeV < F < 5.8 GeV, since in this range, longitudinal leakage is expected
to be negligibly small (< 1%). For both pixel hits and clusters, the detector responses of
the EPICAL-2 and the EPICAL-2L with both cuts applied are the same within statistical
uncertainties. Therefore, backscattering has no significant effect on the observables pip;t
and ficps in the EPICAL-2L. The comparison of puit clus between the EPICAL-2 and the
EPICAL-2L with the longitudinal cut applied is a measure for the leakage in the lateral
direction: For pixel hits, the leakage in the lateral direction is constant at approximately

8% across all E, which is plausible since the shower spread in the lateral direction is
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Figure 5.15: Detector response for pixel hits (left) and clusters (right) as a function of the
primary-electron energy in simulations of the EPICAL-2 and EPICAL-2L. with different
cut settings applied to the EPICAL-2L.

expected to be independent of the primary-electron energy as described in section 1.1.
For clusters, the leakage in the lateral direction is constant at approximately 6 % for
E < 80GeV and increases to approximately 12% at E = 1000 GeV. The comparison
of pimit,cus between the EPICAL-2 and the EPICAL-2L with the lateral cut applied is
a measure for the leakage in the longitudinal direction: At F = 0.2GeV almost no
longitudinal leakage is present for both pixel hits and clusters. The longitudinal leakage
increases with E to up to 10 % for pixel hits and 15% for clusters at £ = 1000 GeV. It
follows that longitudinal leakage is primary-electron energy dependent, which is expected
since the maximum t,,,, of the longitudinal shower profile shifts towards higher layer
numbers with increasing primary-electron energy (tmax o In(FE)) as described in section
1.1. The comparison of pmit cius between the EPICAL-2 and the EPICAL-2L without cuts
applied yields the total leakage, which corresponds to the superposition of the leakage in
the lateral and longitudinal directions. The total leakage increases with the primary-
electron energy with a maximum leakage of approximately 19 % for pixel hits and 27 %
for clusters at £ = 1000 GeV.

Table 5.1 presents an overview of the parameter a and the measure Ay 1us 0f linearity for
pixel hits and clusters in simulations of the EPICAL-2 and EPICAL-2L with different cut
settings applied to the EPICAL-2L. For pixel hits, the EPICAL-2 and EPICAL-2L with

the longitudinal cut, and both cuts applied have similar linearity. The elongated versions
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Parameterization with y =a- E
Response | Detector Cut a (GeV™) A (1073)
observable
EPICAL-2 - 224 +£4 101.1£0.8
EPICAL-2L - 273+ 3 31.8 £0.2
Pixel hits | EPICAL-2L | Both 22444 101.4+0.9
EPICAL-2L Longitudinal | 244 +4 99.5 £0.9
EPICAL-2L | Lateral 245+ 3 40.3 +0.3
EPICAL-2 - 28.7+£1.4 2383+ 7
EPICAL-2L - 38.1+£1.2 1074 4+ 3
Clusters EPICAL-2L | Both 28.7+1.4 2387+ 7
EPICAL-2L. | Longitudinal | 32.3+1.4 1970 £ 6
EPICAL-2L | Lateral 33.0£1.2 1440 £4

Table 5.1: Overview of the parameters a and the measure A\ of linearity for pixel hits
and clusters in simulations of the EPICAL-2 and EPICAL-2L with different cut settings
applied to the EPICAL-2L.

of the EPICAL-2, which are the EPICAL-2L with the lateral cut applied and without cuts,
feature better linearity for pixel hits than the unelongated versions. This is due to leakage
in the longitudinal direction being primary-electron energy dependent and, therefore,
harming the linearity of the EPICAL-2. For clusters, the EPICAL-2 and EPICAL-2L
with both cuts applied feature the same linearity within statistical uncertainties. The
linearity of the EPICAL-2L with the lateral cut applied is better than the linearity of the
EPICAL-2, likely because the linearity harming effect of cluster merging is less influential
in the enlarged versions of the EPICAL-2. The EPICAL-2L with the lateral cut applied
and without cuts features better linearity than the unelongated versions of the EPICAL-2
because, same as for pixel hits, leakage in the longitudinal direction is reduced.

It follows that, in total, leakage decreases the detector response of the EPICAL-2 by
between 8 % and 19 % for pixel hits and between 6 % and 27 % for clusters. It is also shown
that leakage worsens the linearity: The measure of linearity increases by approximately

a factor of 3 for pixel hits and 2.3 for clusters due to leakage.

5.5.4 Energy resolution

Figure 5.16 shows the energy resolution oy /i for pixel hits (left) and energy reso-
lution ocus/ s for clusters (right) as a function of the primary-electron energy E in
simulations of the EPICAL-2 and EPICAL-2L. with different cut settings applied to the
EPICAL-2L. The energy resolution of the EPICAL-2 for both pixel hits and clusters im-
proves with F for E < 200 GeV. For E > 200 GeV, the energy resolution worsens with £,
which is likely caused by two effects: saturation and longitudinal leakage. As discussed

in section 5.3, saturation has a negative effect on the energy resolution, which increases
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Figure 5.16: Energy resolution for pixel hits (left) and clusters (right) as a function of the
primary-electron energy in simulations of the EPICAL-2 and EPICAL-2L. with different
cut settings applied to the EPICAL-2L.

with E. Therefore, at £ > 200 GeV saturation causes the energy resolution to worsen
with increasing F. The amount of longitudinal leakage likely fluctuates between events,
which has a negative effect on the energy resolution. Longitudinal leakage also increases
with E since the longitudinal shower maximum shifts towards later layers. Therefore,
longitudinal leakage likely also contributes to the worsening of the energy resolution with
E for £ > 200 GeV.

The same behavior of the energy resolution is also observed in the EPICAL-2L simula-
tions, except for pixel hits in the EPICAL-2L simulation with the lateral cut and without
cuts. There, the energy resolution for £ > 200 GeV saturates at approximately 1.5 %.
The EPICAL-2L simulation with both cuts applied features the same energy resolution
as the EPICAL-2 within statistical uncertainties for both pixel hits and clusters, proving
that backscattering has no influence on the energy resolution of the EPICAL-2L.

For £ < 40GeV, the energy resolution for pixel hits and clusters is up to 5% worse
for the EPICAL-2 compared to the EPICAL-2L with the longitudinal cut applied. For
E > 40GeV, this behavior cannot be observed due to larger statistical fluctuations
of the energy resolution for £ > 40 GeV compared to E < 40GeV. For pixel hits,
the EPICAL-2L with the lateral cut applied shows the same energy resolution as the
EPICAL-2 within statistical uncertainties for £ < 5.8 GeV. For E > 20 GeV the energy
resolution for pixel hits of the EPICAL-2 compared to the EPICAL-2L with the lateral
cut applied worsens with E by up to 50% at E = 1000GeV. In the EPICAL-2, the
energy resolution for pixel hits is up to 5% worse than in the EPICAL-2L without cuts
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for £ < 5.8GeV. For E > 20GeV, the energy resolution for pixel hits worsens with
E by up to 200% in the EPICAL-2 compared to the EPICAL-2L without cuts. The
improvement of the energy resolution for pixel hits in the elongated versions compared to
the unelongated versions of the EPICAL-2 is likely caused by fluctuations in longitudinal
leakage being suppressed.

For clusters, the energy resolution of the EPICAL-2L with the lateral cut applied and
the EPICAL-2 are the same within statistical uncertainties for £ < 20 GeV. However,
for 40 GeV < E < 200 GeV, the energy resolution for clusters of the EPICAL-2 compared
to the EPICAL-2L with the lateral cut applied improves by up to 10% before wors-
ening by up to 15% for £ > 500GeV. The improvement of the energy resolution for
40 GeV < E < 200 GeV observed in the EPICAL-2 compared to the EPICAL-2L with
the lateral cut applied has currently no explanation and requires further study. The en-
ergy resolution for clusters for F < 80 GeV is up to 5% worse in the EPICAL-2 compared
to the EPICAL-2L without cuts. For E > 200 GeV, the energy resolution for clusters in
the EPICAL-2 compared to the EPICAL-2L without cuts worsens with £ by up to 80 %.
As for pixel hits, this likely results from the fluctuation of longitudinal leakage.

It follows that leakage harms the energy resolution of the EPICAL-2 at primary-electron
energies up to 80 GeV by approximately 5 % and for primary-electron energies higher than
80 GeV by up to 200 % for pixel hits and 80 % for clusters.

Leakage - summary

During this study, it is found that leakage affects the performance of the EPICAL-2: Leak-
age lowers the linearity of the EPICAL-2 for both pixel hits and clusters. The EPICAL-2
has approximately 5% worse energy resolution at low energies due to leakage. At high
energies, this increases up to 200 % for pixel hits and 80 % for clusters.

A digital pixel calorimeter in a large-scale high-energy physics experiment would likely
feature a larger design than the EPICAL-2, and, therefore, less leakage. Hence, even

better performance can be anticipated in large-scale digital pixel calorimeters.

Back-bias voltage and radial cuts are shown to potentially increase the performance of
the EPICAL-2. Therefore, by using back-bias voltage and radial cuts in a digital pixel
calorimeter of a large-scale experiment, which would also feature low leakage, its perfor-
mance could be optimized.

Radial cuts could also be applied to optimize the performance in future studies regard-
ing the EPICAL-2. Additional studies of the EPICAL-2, such as analyzing its position
resolution or exploring its ability for particle identification, are expected to reveal even
more ways to enhance the performance of digital pixel calorimeters and deepen our un-

derstanding of this innovative technology.
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Summary and outlook

This thesis discusses multiple studies investigating the digital pixel calorimeter prototype
EPICAL-2. An analysis of the EPICAL-2’s performance in test-beam data and simulation
considering back-bias voltage, radial cuts, and leakage is conducted.

This work presents the EPICAL-2’s implementation in the Allpix? pixel detector simula-
tion framework. In addition to the EPICAL-2, an enlarged version called EPICAL-2L is
simulated.

Subsequently, the the necessary data analysis steps of clustering of pixel hits, corrections,
event selection, as well as a run quality analysis are described.

This thesis presents the results of studies on the EPICAL-2’s performance. The influence
of back-bias voltage is analyzed by comparing test-beam data taken with a back-bias
voltage of Vgg = 0V and Vgg = 3V. Back-bias voltage is found to decrease the linearity
when studying pixel hits while slightly improving the linearity for clusters. Applying the
back-bias voltage improves the energy resolution of the EPICAL-2 by up to 15 % for pixel
hits and up to 17 % for clusters.

Two cuts with variable radius are defined to examine the effect of radial cuts on the per-
formance, referred to as the outer radial cut and the inner radial cut. It is found that an
outer radial cut has the potential to improve the linearity for pixel hits and the energy
resolution for clusters at primary-electron energies above 60 GeV. An inner radial cut can
enhance the linearity for both pixel hits and clusters.

The influence of leakage is studied by comparing the performance in the EPICAL-2 sim-
ulation to the EPICAL-2L simulation. Leakage in the lateral and longitudinal directions
can be studied separately by applying multiple cuts to EPICAL-2L. Longitudinal leakage
is found to worsen the linearity of the EPICAL-2 when studying pixel hits. For clusters,
both lateral and longitudinal leakage decrease the linearity. Leakage was also found to
worsen the energy resolution at primary-electron energies above 80 GeV by up to 65 %
for pixel hits and up to 40 % for clusters. However, a digital pixel calorimeter in a large-
scale high-energy physics experiment would probably be larger than the EPICAL-2, and
show less leakage. Therefore, even better performance can be anticipated in digital pixel
calorimeters of large-scale experiments.

Based on the analyses presented in this thesis, there are several further studies that could
be conducted. The application of radial cuts is planned for future publications regarding
the EPICAL-2. Therefore, the radial cuts studied in the scope of this thesis are to be
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optimized for the best possible performance results. A further promising study could
analyze the position resolution of the EPICAI-2 with the goal of improving its ability to
distinguish between closely spaced electromagnetic showers. The measurement of elec-
trons with the EPICAL-2 can be expanded to measurements of hadrons and muons with
two primary objectives: to explore the possibility of particle identification with a digital
pixel calorimeter and to obtain information about the development of hadronic showers.
Digital pixel calorimeters are a promising new concept in high-energy physics and other
fields of research. The results presented in this thesis highlight several methods in which
the performance of a digital pixel calorimeter can be improved and, therefore, could con-
tribute to their development. Additional research on the EPICAL-2 has the potential to
enhance the understanding of digital pixel calorimeters and further improve their perfor-

mance.
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Appendix

Appendix A: run quality analysis of the mean cluster size
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Figure 5.17: Average cluster size for each run, where electrons with an average energy of
20 GeV (top left), 40 GeV (top right), 60 GeV (bottom left), and 80 GeV (bottom right)
have been measured.
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Appendix B: run quality analysis of the mean detector response

for pixel hits
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Figure 5.18: Mean detector response for pixel hits in each run, where electrons with an
average energy of 20 GeV (top left), 40 GeV (top right), 60 GeV (bottom left), and 80 GeV

(bottom right) have been measured.
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Appendix C: run quality analysis of the mean detector response

for clusters
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Figure 5.19: Mean detector response for clusters in each run, where electrons with an
average energy of 20 GeV (top left), 40 GeV (top right), 60 GeV (bottom left), and 80 GeV
(bottom right) have been measured.
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Appendix D: run quality analysis of the longitudinal shower max-

imum
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Figure 5.20: Maximum of the longitudinal shower profile for each run, where electrons
with an average energy of 20 GeV (top left), 40 GeV (top right), 60 GeV (bottom left),
and 80 GeV (bottom right) have been measured.
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