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Zusammenfassung

Teilchenkollisionen haben unser aktuelles Bild von der Zusam-

mensetzung der Materie entscheidend geprägt und vervollständigt.

Trotz dieses großen Erfolges und dem daraus hervorgegangenen

Standardmodell der Teilchenphysik, können Teilchenkollisionen

weiterhin neue Erkenntnisse liefern. Im Rahmen dieser Arbeit

werden die Messungen von zwei Observablen, der mittlere Trans-

versalimpuls geladener Teilchen und der Wirkungsquerschnitt

isolierter Photonen, behandelt. Die Ergebnisse beider Messungen

tragen zusammen mit weiteren Messungen zu unserem Verständ-

nis des Quark-Gluon-Plasmas (QGP) bei. Beim QGP handelt es

sich um einen Zustand der Materie, bei dem sich Quarks und

Gluonen frei bewegen können und der nicht dem Confinement

unterliegt. Nach dem aktuellen Verständnis zur Entstehung des

Universums hat ein QGP kurze Zeit nach dem Urknall existiert,

bevor daraus Hadronen und schlussendlich Atomkerne entste-

hen konnten. Ähnliche Bedingungen wie kurz nach dem Urknall

können durch Schwerionenkollisionen in Teilchenbeschleunigern

erzeugt werden und ermöglichen so die Untersuchung vonMaterie

bei hohen Temperaturen undDichten, sowie die Suche nach einem

QGP und dessen Charakterisierung. Der Wechselwirkungsquer-

schnitt isolierter Photonen trägt des Weiteren zur Bestimmung der

Partondichtefunktion (PDF) von Gluonen in Protonen bei.

DieAnalyse der beidenObservablenwurde auf Basis vonDaten von

ALICE am LHC durchgeführt. Beim LHC handelt es sich um den

aktuell größten Teilchenbeschleuniger auf der Erde. ALICE, als ei-

nes von vier großen Experimenten am LHC, beschäftigt sich vor

allem mit der Erforschung des QGP. Die anderen drei großen Ex-

perimente haben ihren Fokus auf der Erforschung des Standardmo-

dells und dessen Erweiterung (ATLAS, CMS) oder auf der Präzisi-

onsmessung der CP-Verletzung (LHCb). Als Hauptdetektoren für

die Analyse wurden der innere Tracker (ITS), die Spurdriftkammer

(TPC) und das elektromagnetische Kalorimeter (EMCal) genutzt.

Beim ITS handelt es sich um einen 6-lagigen Siliziumdetektor, der

zur genauen Bestimmung des Kollisionsortes, wie auch der Spurbe-

stimmung von geladenenTeilchen genutztwird. Zusammenmit der

TPC lässt sich sowohl der Impuls der Teilchenmessen, als auch ihre

Art identifizieren. Die Messung von Photonen erfolgt mithilfe des

EMCal.Dabei handelt es sichumein elektromagnetischesKalorime-

ter in Schaschlikbauweise, das schichtweise aus Blei und einem Szin-

tillator aufgebaut ist. Dabei dient das Blei als Absorber und der Szin-
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tillator als Detektionsmaterial. Die Auslese ist in kleine Zellen unter-

teilt, wobei die Kantenlänge einer Zelle ungefähr dem Molière Ra-

dius (𝑅M) entspricht, um eine gute Ortsauflösung zu erhalten. Im

Rahmen derDatenverarbeitungwerden die Signale einzelner Zellen

mit benachbartenZellen zuClustern kombiniert.Damit einCluster

erzeugtwird,muss eineZelle denStart-Schwellenwert überschreiten.

Anschließend werden weitere Zellen dem Cluster hinzugefügt, für

diese Zellen gilt ein niedrigerer Schwellenwert (Zell-Schwelle). Wei-

terhin ist es möglich, Cluster, die mehr als ein lokales Maximum be-

sitzen, inmehrereCluster aufzuspalten.Unter idealenBedingungen

entspricht einCluster einemTeilchen, das dasKalorimeter getroffen

hat.

Für die Messung des mittleren Transversalimpulses wurde der Pb–

Pb Datensatz von 2010 verwendet, während für die Messung des

Wechselwirkungsquerschnitts isolierter Photonen pp Kollisionen

mit einer Schwerpunktsenergie von √s = 7 TeV genutzt wurden.

Um eine bessere Statistik bei hohen Photonenenergien zu erhalten,

wurde für die Datennahme der pp Kollisionen ein Trigger auf

die Energie im EMCal genutzt. Da in pp Kollisionen kein QGP

erzeugt wird, dienen sie als Referenzwert beim Studium des QGP

in Schwerionenkollisionen.

Bei der Untersuchung des mittleren Transversalimpulses steht vor

allem der Vergleich zwischen drei Kollisionssystemen (pp, p–Pb,

Pb–Pb) im Vordergrund. Aus dem Vergleich der verschiedenen

Kollisionssysteme ergeben sich zwei Herausforderungen. Zum

einen muss eine geeignete Observable gewählt werden, die eine Ver-

gleichbarkeit aller Kollisionssysteme ermöglicht und zum anderen

entspricht der Vergleichsbereich in Pb–Pb Kollisionen peripheren

Kollisionen, die durch einen hohen Untergrund von elektroma-

gnetischen Teilchen dominiert werden. Für den Vergleich wird⟨𝑝T⟩ als Funktion der wahren Eventmultiplizität 𝑛ch berechnet.

Dies gewährleistet sowohl die Vergleichbarkeit der verschiedenen

Kollisionssysteme, als auch die Nutzung in theoretischen Berech-

nungen. Um ⟨𝑝T⟩ als Funktion von 𝑛ch zu erhalten, müssen die

gemessenenWerte für ⟨𝑝T⟩ als Funktion der gemessenenMultiplizi-

tät 𝑛acc umgerechnet werden. Diese Umrechnung wird durch eine

Neugewichtung der gemessenen Werte mithilfe einer 𝑛acc − 𝑛ch
Korrelationsmatrix erreicht.

Zur Studie des elektromagnetischen Untergrundes in peripheren

Ereignissen wird das Signal im Zero-Degree Calorimeter mit und

ohne Zentralitätsselektionen betrachtet. Aus der Studie ergibt sich

eine effektive Reduktion der EM-Interaktionen, die nach aktuellem

Kenntnisstand nicht vollständig die unerwünschten Interaktionen
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unterdrückt. Zur Abschätzung des verbleibenden Einflusses der

EM-Interaktionen wird die Analyse mit zwei unterschiedlichen

Zentralitätsselektionen (0% - 100% und 0% - 90%) durchgeführt.
Die Differenz der Ergebnisse wird als zusätzlicher Beitrag zu den

systematischen Fehlern behandelt.

Der Vergleich der verschiedenen Kollisionssysteme zeigt ein ähn-

liches Verhalten mit starkem ⟨𝑝T⟩-Anstieg für niedrige Multipli-

zitäten für alle Kollisionssysteme. Bei einer Multiplizität von ca.𝑛ch = 14 flacht sich der ⟨𝑝T⟩-Anstieg für alle Systeme ab. Für Pb–

Pb Kollisionen steigt ⟨𝑝T⟩ im Vergleichsbereich bis 𝑛ch = 100 nur
noch leicht an, während pp und p–Pb Kollisionen einen weiteren

Anstieg verzeichnen. Dabei fällt der Steigung von p–Pb nicht ganz

so steil aus wie für pp Kollisionen. Für diese beiden Kollisionssyste-

me limitiert die Statistik die Mutliplizitätsreichweite.

Die in dieser Arbeit präsentierten Ergebnisse wurden 2013 in [ALI-

CE|13d] veröffentlicht. In der Zwischenzeit sind Datensätze mit

besserer Statistik und weiteren Kollisionssystemen und -energien

verfügbar geworden. Des Weiteren wurde als Verbesserung zur

Neugewichtung eine Methode basierend auf einer Bayesschen

Entfaltung entwickelt, sodass zukünftig verbesserte Resultate einen

genaueren Vergleich ermöglichen.

Die zweite Analyse dieser Arbeit setzt sich mit der Messung isolier-

ter Photonen auseinander. Dabei ist zu beachten, dass es sich bei

isolierten Photonen um eineMessgröße handelt, die keinem explizi-

ten physikalischen Prozess zugeordnet werden kann.Messtechnisch

lassen sich die unterschiedlichen Photonenquellen einer Kollision

nicht unterscheiden, da sie wohl zu unterschiedlichen Zeitpunkten

produziert werden, diese aber nicht aufgelöst werden können. Für

diese Arbeit von besonderem Interesse sind prompte Photonen,

die in den ersten Parton-Parton Interaktionen einer Kollision pro-

duziert werden. Die Messung des Wechselwirkungsquerschnitts

prompter Photonen kann zur Bestimmung der Partondichtefunkti-

on (PDF) vonGluonen genutzt werden. In Schwerionenkollisionen

wird der bei den vorrangigen Produktionsprozessen von prompten

Photonen, Quark–Anti-Quark Annihilation und Quark-Gluon

Streuung, zum Photon entgegengesetzt Partonschauer zur Unter-

suchung des QGP genutzt. Da nur der Partonschauer mit dem

QGP interagiert, lässt sich die Modifikation des Schauers durch

das QGP untersuchen. Als erster Schritt zur Untersuchung des

QGP mithilfe von Photon-Schauer-Korrelationen dient eine Refe-

renzmessung in pp Kollisionen, da hierbei keine Modifikation des

Partonschauers stattfindet. Um experimentell eine möglichst reine



vi Zusammenfassung

Probe prompter Photonen zu erhalten, nutzt man ein Isolations-

kriterium, um den Beitrag anderer Photonenquellen zu reduzieren.

Zusätzlich nutzt man einen EMCal Trigger, um den Anteil von

Ereignissen hochenergetischer Teilchen zu erhöhen. Eine entschei-

dende Herausforderung bei der Messung isolierter Photonen ist

die Differenzierung von Hintergrund und Signal. Dazu wird die

Clusterform, beschrieben durch den Parameter σ2long, mit der En-

ergie innerhalb eines bestimmten Radiuses um den Cluster (𝛦Tiso
)

korreliert und ein gemeinsamer Phasenraum aufgespannt. Die

parametrisierte Clusterform dient zur Unterscheidung zwischen

einzelnen Photonen und Photonen aus hadronischen Zerfällen.

Die Energie innerhalb von 𝛦Tiso
dient als Isolationskriterium. In der

vorliegenden Analyse wird ein Kriterium von 2GeV als Schwellen-

wert genutzt. Der aufgespannte Phasenraum wird in vier Bereiche

(𝒜,ℬ, 𝒞,𝒟) aufgeteilt. Bei der Aufteilung werden die Grenzen so

gewählt, dass die folgenden Annahmen erfüllt sind:

▶ DerBeitrag isolierter Photonen ist in denRegionenℬ,𝒞 und

𝒟 vernachlässigbar.▶ Die Wahrscheinlichkeit für die Erfüllung des Isolationskrite-

riums ist unabhängig von der Clusterform.

Dementsprechend enthalten die drei Regionen ℬ,𝒞 und 𝒟 nur

Hintergrundcluster und inRegion𝒜 sind sowohlHintergrundclus-

ter, als auch alle Signalcluster enthalten.Diese Aufteilung erlaubt es,

denHintergrund, dieReinheit inRegion𝒜 und somit das Signal zu

bestimmen. Da die oben genannten Kriterien nicht vollends erfüllt

sind, wird die Reinheit mit einem Korrekturfaktor modifiziert.

Nach der Bestimmung der Effizienz und der Akzeptanz lässt sich

ein korrigiertes Spektrum isolierter Photon berechnen. In einem

nächsten Schritt wird der Wechselwirkungsquerschnitt isolierter

Photonen bei pp Kollisionen bestimmt. DerWechselwirkungsquer-

schnitt kann in dem genutzten Datensatz zwischen 10GeV/c und
60GeV/c gemessen werden. Die Ergebnisse wurden erfolgreich in

[ALICE|19b] publiziert.

Das Ergebnis wird über den gesamten 𝑝T-Bereich mit dedizierten

Simulationen verglichen. Da aufgrund unterschiedlicher Isolati-

onskriterien ein direkter Vergleich mit vorherigen Messungen von

ATLAS und CMS nicht möglich ist, werden die Verhältnisse von

gemessenen Daten zu Simulationen verglichen. Sowohl für den

Vergleich von gemessenen Daten zu Simulationen, als auch der

Vergleich der Verhältnisse stimmen innerhalb ihrer Unsicherheiten

überein. Im Vergleich der bisherigen Messungen am LHC ist sicht-

bar, dass die ALICE Messungen den bisherigen Messbereich zu



vii

niedrigeren 𝑝T Bereichen erweitert. Zum Vergleich des Wechselwir-

kungsquerschnitts bei verschiedenen Kollisionsenergien kann man

die Ergebnisse als Funktion der Skalenvariablen 𝑥T (𝑥T = 2𝑝γT/√𝑠)
anstatt 𝑝T auftragen. Da 𝑥T mit √𝑠 skaliert, ergibt sich eine gute

Vergleichbarkeit der Messungen über einen großen 𝑥T Bereich.

Dabei wird deutlich, dass die Messungen von ALICE den Messbe-

reich auch in 𝑥T zu niedrigeren Werten erweitern. Zudem stimmen

die Ergebnisse von ALICE im Überlappbereich mit denen von

vorherigenMessungen bei niedrigeren Energien überein.

ImRahmenderAnalysewird durch verschiedeneVariationderAna-

lyse die systematische Unsicherheit der Messung ermittelt. Dabei

werden Unsicherheiten der 𝒜ℬ𝒞𝒟-Methode, der verwendeten Si-

mulationen und der Einfluss von Hardwareeffekten auf das Ergeb-

nis berücksichtigt.

In einer weiteren Analyse wird der Einfluss von verschiedenen

Clusterizer-Einstellungen, wie auch unterschiedlichen Clusterizern

auf das Ergebnis untersucht. Bei den Clusterizer-Einstellungen

werden die Mindestenergie zur Erzeugung eines Clusters und die

Mindestenergie einer Zelle, damit sie zu einem Cluster beiträgt,

variiert. Die Mindestenergie einer Zelle soll verhindern, dass Zel-

len ohne Signal durch elektronisches Rauschen zu einem Cluster

beitragen. Diese Zellen haben wohl keinen großen Einfluss auf die

Gesamtenergie desClusters, können aber dieClusterformbeeinflus-

sen. Für die Untersuchung werden zusätzlich zum Standardwert

von 100MeV auch niedrigere Werte von 75MeV und 50MeV

untersucht. Für die Erzeugung eines Clusters wird eine Startzelle

benötigt, von der aus der Clusterizer weitere Zellen hinzufügt.

Für die Untersuchung wird der Standardwert von 300MeV zu

100MeV und 500MeV variiert. Beim Vergleich der Variationen

zur Referenz fällt auf, dass sich die Werte für die einzelnen Regio-

nen𝒜,ℬ,𝒞 und𝒟 bis zu 30% unterscheiden. Der Effekt auf den

Wechselwirkungsquerschnitt fällt aber für die meisten Variationen

bedeutend geringer aus.Nur die Variationmit einem Schwellenwert

von 500MeV zeigt deutliche Abweichungen. Abgesehen von den

Schwellenwerten des Clusterizers wird auch ein weiterer Clusteri-

zeralgorithmus untersucht. Der normale Clusterizer (v1) fügt alle

Zellen, die die Mindestenergie erfüllen und aneinandergrenzen,

zu einem Cluster zusammen. Dabei kann es vorkommen, dass

mehrere Teilchen, die nahe beieinander das Kalorimeter getroffen

haben, zu einem Cluster zusammengefügt werden. Dieser Effekt

ist im Rahmen der Messung isolierter Photonen gewünscht, da der

Hintergrund der Messung aus zusammengefügten Clustern von

Photonen aus Zerfällen besteht und dieser so mithilfe der𝒜ℬ𝒞𝒟-
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Mehtode bestimmt werden kann. In einem alternativen Ansatz

wird stattdessen ein Clusterizer (v2) genutzt, der während der Clus-

tererzeugungClustermitmehr als einem lokalenMaximum aufteilt.

Dadurch ist es nicht mehr möglich, zusammengefügte Cluster an

Hand ihrer Form zu identifizieren, dafür befindet sich aber zusätz-

liche Energie im Isolationsbereich, wodurch die zweite Annahme

der 𝒜ℬ𝒞𝒟-Methode nicht mehr zutrifft. Durch die geänderte

Vorraussetzungen des v2 Clusterizers lässt sich eine alternative

Annahme formulieren: Die Clusterform ist unabhängig von der En-

ergie im Isolationsbereich. Mit der geänderten Annahme lässt sich

die𝒜ℬ𝒞𝒟-Methode auchmit dem v2-Clusterizer nutzen. Ein Ver-

gleich des Wechselwirkungsquerschnitts für beide Clusterizer zeigt

eine Übereinstimmung innerhalb der statistischen Unsicherheiten.

Die Variationen des Clusterizers erzeugen konsistente Ergebnisse

und zeigen dabei die Robustheit der𝒜ℬ𝒞𝒟-Methode.

Die beiden in dieser Arbeit durchgeführtenAnalysen verdeutlichen

das Zusammenspiel von verschiedenen Kollisionssystemen bei der

Erforschung desQGPs.Die in der ⟨𝑝T⟩Analyse gewonnenen Ergeb-
nisse erlauben gemeinsam mit den Ergebnissen von pp und p–Pb

Kollisionen einen Vergleich von der Multiplizitätsabhängigkeit

von ⟨𝑝T⟩. Die dabei beobachteten Unterschiede zeigen, dass unter-

schiedliche Prozesse in den verschiedenenKollisionen ablaufen. Die

Multiplizitätsabhängigkeit wird sowohl von thermischen Prozessen

bei der Entstehung eines QGPs beeinflusst, wie auch von den

Eigenschaften von diesem. Weitergehend können durch Modell-

vergleiche Erkenntnisse über die ablaufenden Prozesse gewonnen

werden. Im Gegensatz zur ⟨𝑝T⟩ Analyse befindet sich die Analyse

isolierter Photonen in einem früheren Stadium. Dabei werden pp

Kollisionen genutzt, um eine neueAnalyse zu entwickeln.Die dabei

gewonnen Ergebnisse können nicht nur als Referenz für spätere

Messungen in Schwerionenkollisionen genutzt werden, sondern

tragen für sich genommen zu anderen Themen der Teilchenphysik

bei. So sind die Wechselwirkungsquerschnitte isolierter Photonen

sowohl für die Bestimmung der PDF vonGluonen in Protonen von

Bedeutung, als auch bieten sie einen weiteren Test für pertubative

QCD Berechnungen. Für beide Analysen gibt es noch Möglich-

keiten für zukünftige Messungen. Weitere Datensätze ermöglichen

die ⟨𝑝T⟩ Analyse über einen größeren Multiplizitätsbereich bei pp

und p–Pb Kollisionen, bei sehr ähnlichen Schwerpuntksenergien

der Kollisionssyteme und die Studie von Xe–Xe Kollisionen. Die

Nutzung weiterer Datensätze für die Messung isolierter Photonen

ermöglicht einerseits die Studie von p–Pb und Pb–Pb Kollisionen

und den sich daraus ergebenden Vergleich, wie auch die Messung

bei höheren Schwerpunktsenergien um den 𝑥T-Bereich noch weiter
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zu niedrigeren Werten zu erweitern. Auch ist es möglich, Korrela-

tionsmessungen mit Teilchenschauern oder einzelnen Hadronen

durchzuführen. Die Korrelationsmessungen zeichnen sich beson-

ders durch die Messung der Energie der initialen Wechselwirkung

durch das Photon aus. Dadurch ist es möglich, sowohl den En-

ergieverlust des korrelierten Partons, wie auch die Ausbreitung

des Schauers im Medium und somit die Eigenschaften des QGPs

genauer zu bestimmen.
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Since the discovery of the atomic sub-structure by Rutherford

[Rut|11] many theories and experiments [Cha|32, Zwe|64, GM|64,

BF+|69, B+|69, PLUTO|78, PLUTO|79] revealed the structure

of nucleons and the constituents of matter. All those discoveries

lead to the Standard Model of Particle Physics, which describes the

elementary particles and their interactions. This chapter introduces

the Standard Model of Particle Physics with a focus on the strong

force, described by quantum chromodynamics (QCD), and the

QCD phase diagram. The phase diagram includes a state of de-

confined matter, the Quark-Gluon Plasma (QGP). Thereafter the

physics and processes in heavy-ion collisions are discussed together

with experimental signatures of the QGP. A more detailed descrip-

tion, including a summary of previous measurements, of the two

topics of the thesis, the average transverse momentum of charged

particles and isolated photons as probes of high-energy particle

collisions, closes the chapter.

1.1 Standard Model of Particle Physics

The Standard Model of Particle Physics describes the fundamental

constituents of matter and their interactions, except of gravitation.

The constituents can be classified by their spin into bosons and fer-

mions. Bosons have an integer spin, while fermions carry a half-

integer spin. Fermions can be further subdivided regarding their

colour charge (the charge of the strong force) into quarks which

carry a colour charge and leptons that carry no colour charge. Each

quark carries a colour charge and an electric charge of -1/3 (down,

strange, beauty) or 2/3 (up, charm, top) depending on the particle

type. Leptons either have an electric charge of -1 (electron, muon,

tau) or 0 (electron neutrino, muon neutrino, tau neutrino). For

every fermion, an anti-particle with opposite properties exists.

The four fundamental forces are mediated by the corresponding

bosons. They differ in their strength, range and the particles they

interact with. The weak interaction is limited to fermions, whereas

the strong force and the electromagnetic force only interact with

particles carrying the appropriate charge. The colour charge has
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Figure 1.1: Collection of αs meas-
urements, frommultiple experiments
and physics processes [PDG|16].
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1: The 𝑥 defines the nature of the

force, i.e. 𝑠 for the strong forces.

α without an identifier commonly

corresponds to the electromagnetic

coupling constant.

2: This behaviour is known as run-

ning coupling.

three colours (red, green and blue) and associated anti-colours (anti-

red, anti-green and anti-blue). Gluons as bosons of the strong force

carry one colour and one anti-colour. The last boson and particle

missing in the Standard Model of Particle Physics was the Higgs

boson discovered with the LHC in 2012 [ATLAS|12, CMS|12a].

The strength of the forces is described by the coupling constant α𝑥1
and depends on the energy of the interaction2. In most cases the

running coupling is negligible as it only plays a role at very large

energies. In figure 1.1 the dependency of the coupling strength

as function of the momentum scale Q for αs is shown. From all

coupling constants αs has the largest energy dependency of the

coupling constants. αs can be described in the following way (for a
derivation see [Gri|08]):

αs (∣𝑄2∣) ≈ 12π
(11n − 2𝛮f) ⋅ ln (𝑄2/Λ2QCD) (∣𝑄2∣ ≫ Λ2) (1.1)

Where 𝑛 and 𝛮f represent the number of colours and flavours, re-

spectively. Λ2QCD stands for the QCD scale parameter, which de-

scribes the energetic limit for pertubative QCD (pQCD). Due to

the small energydependenceofαs at high𝑄, QCDcanbe computed

with a pertubative approach in the high-energetic regime.

While quantum electrodynamics has a 1/𝑟 potential, the QCD po-

tential 𝑉s(𝑟) is more complex and can be approximated phenomen-

ologically as:

𝑉s(𝑟) = −4 ⋅ αs3 ⋅ 𝑟 + 𝐹0 ⋅ 𝑟 (1.2)
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This potential results in a versatile behaviour of quarks and gluons.

In contrast to leptons they cannot be observed as free particles but

only as bound states in hadrons. This effect is known as quark

confinement. Hadrons consist either of a quark anti-quark pair

(meson) or of three (anti-)quarks (baryon) and in sum are always

colour-neutral. The majority of hadrons decay by strong or weak

interactions into lighter hadrons, leptons, or bosons. The only

stable hadrons are neutrons bound in nuclei and protons.

Phenomenologically, the confinement results from the second term

in equation 1.2, as the first term is negligible due to the 1/𝑟 depend-
ency at large distances. With increasing distance 𝑟 the potential is
increasing and thus the potential energy. A new quark anti-quark

pair is created once the potential energy exceeds the required energy

to create a new quark anti-quark pair. While at large distances the

QCDpotential gets larger, the opposite effect, known as asymptotic

freedom, occurs at very small distances. Accordingly, quarks and

gluons interact only weakly over short distances. As constituents of

hadrons, quarks and gluons are also referred as partons. Each par-

ton carries a fraction of the total momentum of the nucleon. The

parton distribution functon (PDF) describes the probability of find-

ing a partonwith themomentum fraction 𝑥 at a certain energy scale.
The energy scale refers to the energy of the probing particle.

1.2 Quark-Gluon Plasma

II

I

T

ρB

Figure 1.2: First proposal of the
QCD phase diagram derived from
[CP|75]

Cabibbo and Parisi [CP|75] first predicted a state of matter where

quarks and gluons are not confined in a large volume. The predic-

tion included the first sketch of a QCD phase diagram (see figure

1.2). The two observables in this diagram are the temperature𝛵 and
the baryon number density 𝜌B. Under common conditions, low 𝛵
and low 𝜌B, the matter exists in a confined state (I). If the temper-

ature and/or the baryon number density is increased a deconfined

state is created (II). The phase of deconfined matter is known as

Quark-Gluon Plasma (QGP). This happens if𝑉s gets small enough,

due to the small distances (large𝜌B) or the largemomentum transfer

between the particles (high 𝛵).
By our current understanding in nature, a QGP may exist inside

neutron stars and has been created shortly after the Big Bang. On

earth, the necessary temperatures and pressure to form such a state

can be achieved in heavy-ion collisions. Additionally, it is nowadays

possible to calculate the properties of QCD matter in lattice calcu-

lations [Phi|13]. Through these calculations our knowledge about
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Figure 1.3: Sketch of the QCD
phase diagram with known predicted
effects and phases [Boo|15]. Baryon number density

T
e
m

p
e
ra

tu
re

Nuclear matter

Hadron gas

Critical

point

Quark-Gluon plasma

Color

superconductor

Mixed

phase

Crossover

transition

the QCD phase diagram and the QGP has been developed further.

Thus the phase diagrams include more predictions about the QCD

at extreme conditions, as seen in figure 1.3. It now contains different

states for large 𝛵 and 𝜌B, a possible critical point, as well as different
phase transitions.

1.3 Heavy-Ion Collisions

To study the QGP experimentally, heavy-ions are collided with the

help of particle accelerators at different energies. During the initial

phase of heavy-ion collisions hard scattering processes between

single partons take place. In these interactions, heavy-quarks,

prompt photons, or other particles with a high transverse mo-

mentum (𝑝T) are created. After this, further interactions between
the partons in the overlapping region of the nuclei take place. This

interaction volume is referred to as fireball. Depending on the

overlap during this phase, nucleons can be divided into participants

and spectators. Participants interact with nucleons from the other

nuclei during the collision, while spectators do not take part in the

interactions and just pass by the collision region. Apart from the

overlap, the numbers of the participants and spectators also depend

on fluctuations of the nucleon distribution inside the nuclei, as

shown in figure 1.4. The nucleons are not uniformly distributed

within the nuclei, resulting in differences in the number of parti-

cipants and spectators at the same overlap. These distributions can

be modelled by Glauber Monte Carlo simulations [MR+|07]. The
overlap also defines the volume of the interaction region and can be
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Figure 1.4: Parton distribution of
two colliding gold nuclei with differ-
entiation into participants and spec-
tators and a non-uniform nucleon
distribution [Kar|15], adapted from
[MR+|07].

Figure 1.5: Time and space evolu-
tion of a heavy-ion collision [KS+|10]

3: The centrality interval between

0% to 5% corresponds to the most

central collisions, while the interval

of 90% to 100% represents the most

peripheral ones.

correlated with the hadron rapidity density d𝛮/d𝑦. This correla-

tion is used for the centrality determination. The centrality defines

the percentile of events with a larger overlap 3. Through the various

parton interactions the temperature inside this region increases. If

it exceeds the critical temperature 𝛵c, a QGP is formed [CP|75].

The evolution of the initial collision phase and theQGP is shown in

figure 1.5. Due to initial fluctuations of the parton distribution in

the collision, the fireball is not in a thermal equilibrium and needs

less then a few fm/c to reach it. While the hot volume expands

adiabatically, the temperature decreases. When the temperature

falls below 𝛵ch ≈ 160MeV, the chemical freeze out starts and the

partons recombine to hadrons. After this recombination kinematic

interactions continue, but the quark content of the hadrons does

not change any more. If the temperature falls further below the

kinetic freeze-out temperature 𝛵fo, no further interactions between
the produced hadrons take place.
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4: This selection is chosen to coin-

cidewith themeasurementof isolated

photons and ⟨𝑝T⟩ in this work.

1.4 QGP signatures

To identify the QGP inside a fireball it is necessary to recognize

the signals related to a deconfined state. During the short time

of a heavy-ion collision, many reactions and processes take place.

Possible signatures of a QGP are superimposed by final state

particles created by the underlying collision and subsequently

detected by the experiment. The different signatures are ana-

lysed by specialised experiments. As an example WA98 [G+|91]
and PHENIX [PHENIX|03] focus on photon production while

NA49 [NA35|91] and STAR [STAR|03] concentrate on the iden-

tification of charged particles. Due to many different potential

signatures of a QGP the measurements result in a complex picture

of a QGP. To identify modifications or signals in the results, often

a comparison to pp collisions is used. To take the difference in

the number of participants into consideration the pp collisions

are scaled by a scaling factor extracted from the above mentioned

Glauber Monte Carlo simulations. A possible description of the

difference between the two collision systems is the nuclear modi-

fication factor (𝑅AA). It can be described as the ratio of the yield

in heavy-ion collisions (𝑌AA) to the yield from pp collisions (𝑌pp)
modified by a scaling factor (𝑠):

𝑅AA = 𝑌AA𝑠 ⋅ 𝑌pp (1.3)

The scaling factor depends on the number of participants𝛮AA.

In the following some signatures associated with a QGP are presen-

ted. The selection is limited to probes fromhard processes in the col-

lision and modifications of the particle kinematics by a phase trans-

ition. 4

Heavy-quarks: One of themost prominent signatures for aQGP

is the suppression of the J/Ψ and Υ mesons, which was predicted

byMatsui and Satz [MS|86]. Only the initial collisions have enough

energy to produce a pair of heavy-quarks (quarkonia). Depending

on their binding energy the quarkonia may get dissolved inside the

QGP. If the Debye screening-length λD inside the plasma is smal-

ler then the bounding radius of the quarkonia, the bound state is

broken and the two quarks dissolve inside the plasma. As differ-

ent states of quarkonia have different bounding radii, their suppres-

sion is varying. These variations may reveal information about the

QGP temperature. Figure 1.6a shows a stronger suppression for

weak bound bottomium states compared to theΥ ground state. At
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Figure 1.6: Nuclear modification factor 𝑅AA for different bottomium (Υ) states (a) [CMS|17] and energy dependence of
J/Ψ nuclear modification factor 𝑅AA (b) [ALICE|17c].

high energetic heavy-ion collisions like at the LHC the high number

of produced J/Ψ can result in an enhanced J/Ψ [ABM+|07]. In fig-
ure 1.6b the recombination of J/Ψ for increasing collision energies

from RHIC to LHC is shown. For higher energies the suppression

also decreases with the increase of the number of participants.

Particle suppression: Similar to quarkonia, partons with a high

transverse momentum originate from the initial scatterings of the

collision. During their propagation through the fireball these par-

tons or their fragments will interact with other partons. Thus the𝑝T spectrum of the partons is modified by the medium. The modi-

fication depends on the medium properties of the fireball and can

be studied in various observables. The nuclear modification factor

(𝑅AA) for charged particles depends strongly on the centrality of

the collision, as shown in figure 1.7. For central events the particle

yield is strongly suppressedwhile themodification decreases for peri-

pheral collisions. A similar modification can be observed by the per

trigger yield 𝛪AA, where the angular correlation of particles to an

high-energetic trigger particle is analysed. The angular correlation

of charged hadrons shows a suppression on the away side in central

heavy-ion collisions, as shown in figure 1.8. In contrast, the yield on

the near-side of the trigger particle is incremented. For peripheral

events only a faint dependency is observed.
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Figure 1.7: Particle spectra modifica-
tion in Pb–Pb collisions for different
centralities at √𝑠NN = 2.76 TeV and
5.02 TeV [ALICE|17d]. ALI-PREL-107300

Figure 1.8: Difference of the per trig-
ger yield between near-side (left) and
away-side (right) [ALICE|12]. )c(GeV/
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Figure 1.10: Energy and time distri-
bution for γ production mechanisms
in heavy-ion collisions [Sak|08].

Electro-magnetic probes: In comparison to most of the other

signatures, electro-magnetic particles are not affected by the strong

force. As a consequences, electro-magnetic particles can traverse

the fireball nearly unaffected (see [Paq|17] for details). This effect

can be observed by comparing the nuclear modification factor of

photons and π0, which decay into photons, as shown in figure 1.9.

Two kinds of electro-magnetic probes are used to study particle

collisions: dileptons and photons. The main source of dileptons

is hadronic particle decays. They also provide the possibility to

measure the thermal radiation of the QGP. Photons from hadronic

decays represent a major process of photon production. Photons

who are not produced by a decay process are grouped as direct

photons and represent a good probe to study the collision processes

and the medium properties. In heavy-ion collisions, they are pro-

duced through all stages of the collision. Figure 1.10 provides a

sketch of the different photon production processes, their produc-

tion time, and their 𝑝T spread. Prompt photons are produced in

the early stages of a collision. They allow to study the scaling of

binary collisions compared to pp collisions, and if tagged with a jet

provide an excellent probe to study in medium modifications. An
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(a) [VH|82] (b) [BK+|95, HM|96]

Figure 1.11: Behaviour of energy density 𝜖 (dashed line/circles), pressure 𝑝 (dash-dot line/squares) and entropy density (solid
line) as function of the medium temperature 𝛵, for a thermodynamic prediction (a) and a lattice calculation (b).

additional source of photons is the thermal radiation of the QGP

and the hadron gas, which provides the possibility to measure the

temperature of the medium. Due to the continuous production

of thermal photons during the whole evolution of the collision, it

is not possible to specify the in-medium temperature accurately.

Despite the missing modifications inside the medium the measure-

ments are challenging due to small production cross-sections and

large backgrounds from particle decays and jet related photons.

Kinematic observables: Apart from modifications of direct sig-

nals a possible phase transition inside the fireball would effect prop-

erties of the medium like the energy density 𝜖, the pressure 𝑝, or
the entropy density σ [HM|96]. In figure 1.11 the implications of

a possible transition at a critical temperature of 150MeV are shown.

To pronounce the changes both observables are scaled with 1/𝛵4.
The steep slope arises from the increased number of degrees of free-

dom in the phase transition. Changes in these fundamental prop-

erties would result in a change of different observables of the un-

derlying event like the average transverse momentum ⟨𝑝T⟩, the had-
ron rapidity density 𝑑𝛮/𝑑𝑦, and the transverse energy distribution𝑑𝛦T/𝑑𝑦.
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1.5 Detailed description

1.5.1 Average transverse momentum

The average transverse momentum of charged particles may show

signs of a phase transition as predicted by Van Hove [VH|82]. This

effect would be visible in the 𝑑𝛮/𝑑𝑦 dependence of ⟨𝑝T⟩. The mul-

tiplicity 𝑛 can be approximated to be proportional to σ ⋅ 𝑉, with
σ as entropy density and 𝑉 as the volume of the collision at a fixed

time. For studying the thermodynamic implications on the particle

production, in a first step the volume of the fireball is assumed to

be constant. With the volume fixed, σ is proportional to 𝑛 and by

increasing 𝑛 also σ and accordingly the temperature 𝛵 rises. The

rise of 𝛵 induces an increase of ⟨𝑝T⟩. Once the 𝛵 has reached the

critical temperature 𝛵c, σ rises further but 𝛵 stays constant, as vis-

ible in figure 1.11a. ⟨𝑝T⟩ stays constant or may decrease as 𝑝/(𝛵σ)
decreases in a phase transition. For multiplicities above the phase

transition, the temperature and ⟨𝑝T⟩ inside the fireball increase as
before the phase transition. This increase will have a smaller slope,

because the particles created in the collision freeze-out at 𝛵fo. Tak-
ing all three phases into account, the phase transition should be vis-

ible in a s shaped gradient as shown by the dashed line in figure 1.12.

For inclusive centrality the effect would be washed out, due to mix-

ing of different collision volumes. Anyhow a shoulder in the ⟨𝑝T⟩
vs. 𝑑𝑛/𝑑𝑦 correlation should be still visible as indicated by the solid
line.

<pt>
0

<pt>

dn / dy

Figure 1.12: Prediction of ⟨𝑝T⟩ de-
velopment for a phase transition by
[VH|82]. The solid line shows the
gradient for all events, while the
dashed lined shows the behaviour for
a fixed impact parameter.

The ⟨𝑝T⟩ of charged particle production was measured over a wide

energy range in the past decades. Most measurements were per-

formed in light collision systems like pp, 𝛫+p and π+p, but also
some measurements for heavy-ion collisions exist. Figure 1.13a

summarizes measurements from 5.6GeV/c to 1.8 TeV/c for light
collision systems. At low multiplicities all measurements show a

rising ⟨𝑝T⟩with increasingmultiplicity. For highermultiplicities the

trend depends on the collision energy. The energy of low energetic

collisions is not sufficient to boost the momentum of the produced

particles in high multiplicity events. Thus the ⟨𝑝T⟩ drops with the

increasing multiplicity. The slope of the decline, decreases with

increasing collision energy. From a collision energy of √𝑠 = 63GeV

onwards the ⟨𝑝T⟩ shows a positive correlation with multiplicity.

This increase is larger for higher energies, but also shows a flattening

for highest multiplicities.

For heavy-ion collisions, CMS and STAR published results for dif-

ferent collision energies [CMS|13]. A compilation of these results is
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Figure 1.13: Behaviour of average 𝑝T against multiplicity for different energies in light collision systems (a) and in heavy-ion
collisions (b).

5: For a better differentiation of the

processes, in the following photons

produced directly in the initial scat-

tering are referenced as photons from2 → 2 processes.

shown in figure 1.13b. Even though the collision energies differ by

one order of magnitude, ⟨𝑝T⟩ only differs by 100MeV. Both results

show a very similar behaviour with an increase of ⟨𝑝T⟩ for peripheral
collisions. This rise of ⟨𝑝T⟩ decreases for semi-central events and dis-

appears for central events.

Due to the different experimental properties it is not possible to

properly compare the ⟨𝑝T⟩ behaviour between pp collisions and

heavy-ion collisions with the existing data.

1.5.2 Isolated photons

As mentioned before, prompt photons are produced in the ini-

tial scattering processes of a particle collision. They can be either

created by quark-gluon scattering and quark anti-quark annihila-

tion in the scattering process or radiated in a jet (fragmentation,

bremsstrahlung) originating from the scattering. 5 This classifica-

tion of prompt photons may be precise from the theoretical point

of view, but does not provide a clean criterion to distinguish the

photons experimentally. To achieve such a differentiation a meas-

urable criterion is required. By applying an isolation criterion to

prompt photons, the contributions from fragmentation photons
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Figure 1.14:Distribution of prompt photons without (a) and with (b) an isolation cut [Id|10].

are significantly reduced, while it has only a small effect on photons

from 2 → 2 processes, as shown in figure 1.14.
The results of isolated photon spectra provide a test case for pQCD

calculations. The spectra also can contribute to measurements of

parton distribution functions (PDF) [AB+|89]. Especially, the

gluon distribution can be probed with photons from 2 → 2
processes. Pairs of isolated photons are also produced by certain

particle decays. In the search and study of the Higgs Boson a pair

of isolated photons is used to probe the H → γ + γ decay channel
[D0|09, CDF|09, ATLAS|11b, CMS|12b].

Isolated photons aremeasured over awide range of collision energies

and collision systems. A compilation of isolated photon 𝛦T spectra
from pp and pp collisions is performed in [dR|12]. The compila-

tion contains data from collision energies between √𝑠 = 200GeV

and √𝑠 = 7 TeV and multiple experiments. The results are com-

pared to different theoretical models and used to constrain paramet-

ers in PDF calculations. Figure 1.15 shows the comparison of the

spectra against two different variables: 𝛦T in figure 1.15a and the

scaling variable 𝑥T = 2𝛦γ
T
/√𝑠 in figure 1.15b. For the 𝑥T spectra the

cross-sections are additionally scaled with a value of √𝑠𝑛, where ex-
ponent 𝑛 equals 4.5. For 𝛦T, all measurements show a power law

behaviour and cover photon energies between 3GeV and 400GeV.

The cross-section expands over 9 orders of magnitude. In the 𝑥T
spectrum all measurements line up on top of each other with devi-

ations for non-midrapiditymeasurements. The existing LHCmeas-



14 1 Theoretical Introduction

urements provide results for the smallest 𝑥T values, where the lowest
bin ranges from 15 to 20GeV [ATLAS|11a]. With a lower photon-

energy reach, it would be possible to extend the 𝑥T spectrum further

down and also provide new information for gluon PDFs.
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(a)

(b)

Figure 1.15: Isolated photon cross-
section in pp and pp collisions (a)
and the corresponding 𝑥T values (b)
from different experiments and colli-
sion energies [dR|12].
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In the following, an introduction to the accelerator systems and the

experiments of the LHC will be given. Afterwards, a more detailed

view onALICE experiment and its detectors will be given. A special

focus will be on the detectors relevant for the analyses performed

in this work. The chapter closes with a description of the analysis-

relevant software components.

The European particle physics laboratory CERN1 is one of the lead-

ing accelerator facilities in the world, located at the Swiss-French

border near Geneva. It operates many different particle accelerat-

ors (Fig. 2.1), which are used for a wide range of research topics.

With a circumference of nearly 27 km the Large Hadron Collider

(LHC) is the largest and most powerful accelerator at CERN. The

six experiments located at the LHC cover different research topics.

Two small experiments, TOTEM2 and LHCf3, measure particles

in the very forward region and are placed close to CMS 4 and AT-

LAS 5, respectively. TOTEM focuses on precisionmeasurements of

proton properties and LHCf reproduce and study properties of cos-

mic rays. ATLAS and CMS are general purpose experiments with

an emphasis on high-energy particle physics, while the key aspects

of LHCb6 are precision measurements of CP violation and rare b-

decays. ALICE as a dedicated heavy-ion experiment is the newest

in a long history of experiments at CERN which focus on the dis-

covery and measurement of the QGP, for instance NA45, NA49,

NA61, WA80, andWA98.

2.1 LHC

The LHC provides the highest energies of all accelerators at CERN.

Apart from the LHC, PS and SPS also provide particle beams to

many other experiments at CERN. At their start of operation in

1959 and 1976, respectively, both were the largest accelerators at

CERN and opened the door for new physics discoveries [HF+|73,
Gargamelle|73, UA1|83b, UA2|83a, UA1|83a, UA2|83b]. To

reach the high energies in the LHC many accelerators are linked to

an accelerator chain, where the energy of the particles is increased

in multiple steps. An ion source is connected to a linear accelerator

which splits the continual particle beam into bunches and performs
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Figure 2.1: Sketch of all accelerators operated in 2016 at CERNwith transfer lines and running experiments [DM|16]

a first acceleration. Subsequently, a first ring accelerator further

increases the energy of the particles. For protons those two acceler-

ators are LINAC 2 and Booster, while for lead ions the acceleration

starts with LINAC 3 and LEIR. Next, the protons as well as the Pb

ions are transferred to the Proton Synchrotron (PS) and then the

Super Proton Synchrotron (SPS), which is the last pre-accelerator

before the LHC.

The LHC first stores the bunches injected from SPS. To achieve a

high luminosity, this process is repeated multiple times until the

intended number of bunches is stored. As shown in figure 2.2,

the LHC consists of two beam pipes, in which particle bunches

rotate clockwise / counterclockwise. The LHC is divided into eight

sectors, they contain different parts of the synchrotron infrastruc-

ture as the acceleration system or the beam dump. In four sectors,

the two beam pipes cross each other. At these crossing points the

particle collisions take place and the four large experiments are

placed. To keep the beams on the circular trajectory, the beam pipes

are placed inside superconducting dipole magnets with magnetic

fields up to 8.4 T. The LHC accelerates the protons from an in-
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Figure 2.2: Divison of LHC in
sectors, with position of interaction
points (experiments) and injection
points [Ros|14]

Figure 2.3: The ATLAS detector
[ATLAS|08]

jection energy of 450GeV to a maximum of 6.5 TeV. After the

designated energy is reached, the particle beams are collided in the

crossing points. The collisions are performed for many hours until

the beam intensities have decreased and the beams are dumped.

2.1.1 ATLAS

ATLAS [ATLAS|08] is the largest of the LHC experiments. It has

been designed as a multi-purpose experiment and focuses on the de-

tection andprecisemeasurement of high energetic particles expected

from the decay of the Higgs bosons and physics Beyond the Stand-

ard Model (BSM). This is achieved by the usage of 3 magnets and



20 2 Experimental Setup

Figure 2.4: CMS experiment
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6 different sub-detectors. Close to the collision point, a solenoid

produces a magnetic field of 2 T. Inside of the solenoid, the three

innermost detectors are placed. The pixel detector and the semicon-

ductor tracker both use silicon detectors for vertex reconstruction,

tracking and momentum measurement of charged particles. The

transition radiation tracker additionally can discriminate between

electrons and pions. Outside of the solenoid, two toroids create a

field of 4 T [ATLAS|05]. Between the magnets an electromagnetic

and a hadronic calorimeter are placed. Parts of the muon spectro-

meter are embedded into the toroids, while other parts are placed

outside the magnets. The acceptance of the tracking system and the

calorimeters are |η| < 2.5 and |η| < 3.2, respectively.

2.1.2 CMS

CMS [CMS|08] has the same physics goals as ATLAS. Hence both

detectors can confirm the results of each other and thus provide an

important cross-check for newdiscoveries. The innermost part com-

prises of silicon pixel and micostrip detectors, organised in 13 lay-

ers. They provide a high accuracy tracking capability. Surround-

ing the tracking detectors, an electromagnetic calorimeter with lead-

tungstate crystals allows for the energymeasurement of photons and

electrons. The energy of hadronic particles can be measured by the

next outward detector, the hadronic calorimeter. All those detect-

ors are positioned inside a superconducting magnet, which delivers

a field of 4 T. The outermost part is the muon system. Its detection

layers are placed in alternating order with the iron yoke of the mag-

net. The coverage for the different detectors are |η| < 2.5 for the
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Figure 2.5: Detector layout of
LHCb [LHCb|08]

tracking system, |η| < 3 for the calorimeters. The hadronic calori-

meter extends this coverage with a dedicated forward calorimeter to|η| < 5.2

2.1.3 LHCb

LHCb [LHCb|08] focuses on 𝑏-physics in order to precisely meas-

ureCP violation and searches for hints of BSMphysics. At LHC, 𝑏𝑏̄
pairs are mainly produced via gluon fusion. Because the momenta

of the participating gluons are highly asymmetric, the 𝑏 pairs are
boosted in beam direction. This effect also leads to the layout of

LHCb, which differs from the other large LHC experiments. As

shown in figure 2.5, LHCb is built in forward direction. The ver-

tex locator (VELO), placed around the interaction region, detects

the primary as well as secondary vertices and also acts as a first track-

ing detector. Tomeasure themomenta of charged particles, a dipole

magnet is installed further downstream. On both sides, the magnet

is enclosed by additional tracking detectors andRing ImagingCher-

enkov (RICH) detectors for particle identification. Subsequently,

the calorimeter station follows. It consists of an electromagnetic

calorimeter with a pre-shower detector and a hadronic calorimeter.

The outermost detector is the muon system. LHCb covers a pseu-

dorapidity range of 1.9 < η < 4.9. To offer studies with different

collision systems at LHCb, it has the possibility to inject gas in the

interaction region and collect data from beam-gas interactions as a

fixed-target experiment.



22 2 Experimental Setup

Figure 2.6: Layout of ALICE with locations of all detectors [ALICE|08a]

2.2 ALICE

ALICE primarily investigates the properties of heavy-ion collisions

at the LHC and looks for signs of a QGP and the conditions under

which it is formed. The layout of the whole experiment is focused

on tracking and particle identification (PID) of large quantities of

particles, as created in heavy-ion collisions. The detectors of the

experiment can be grouped into two categories, forward detectors,

these are placed along the beam axis and central detectors which are

placed around the collision vertex. Most of the detectors are placed

inside a solenoidalmagnet, thus themomentumof charged particles

can be calculated by the bending radius.

For analysis purposes a right-handed global coordinate system for

ALICE is defined as shown in figure 2.7 and described in the follow-

ing: The x-axis points to the centre of the LHC, the y-axis points up-

wards and the z-axis is oriented along the beam line in the direction

of theATLAS experiment. The azimuthal angleφ starts at the posit-
ive x-axis and rotates mathematically positive in the x-y plane, while

the polar angle θ starts at the positive z-axis and increases towards

the positive y-axis. Instead of the polar angle θ the pseudorapidity η
is used in analyses.
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Figure 2.7: Sketch of the setup with
the right-handed coordinate system
[Wie|08] as described in section 2.2.

2.2.1 Magnet

The magnetic setup of ALICE consists of a magnet for the central

part of the experiment and one for the forward part of the experi-

ment. The central detectors are placed inside a normal-conducting

solenoid, which was already used by the L3 experiment at LEP and

provides a magnetic field of up to 0.5 T. The space inside of the

magnet has a diameter of 11.50m and a length of 12.1m and accom-

modates most of the detectors. As part of the muon spectrometer a

dipole magnet is placed in forward direction.

2.2.2 Forward Detectors

2.2.2.1 Muon Spectrometer

The muon spectrometer is placed in forward direction (negative z)

along the beam axis to measure muons from the decay of heavy-

quarkmesons. To identifymesons and to reduce the background of

the measurement an absorber is positioned between the interaction

point and the active components of the detector. Due to their high

mass only muons can traverse the absorber without being stopped.

The detection of the muons takes place in five tracking stations, of

which two are located before, one inside and two after the magnet.

Each station is equipped with two layers of pad chambers. This

structure in combinationwith themagnetic field of 0.67 T provides

the possibility of measuring the momentum of muons. Addition-

ally, a muon trigger system is positioned behind a second absorber,

that stops low energetic muons. Thus, events with muons from
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heavy quarks can be pre-selected. The whole device has a coverage

of −4 ≤ η ≤ −2.5.
2.2.2.2 FMD

The Forward Multiplicity Detector (FMD) measures charged

particles in the forward/backward direction. It uses 3 rings of

silicon strip detectors to cover −3.4 ≤ η ≤ −1.7 and 1.7 ≤ η ≤ 5.0.
With the overlapping coverage of FMD and SPD it is possible to

measure the charged particle density over a large pseudorapidity

range.

2.2.2.3 PMD

In forward direction it is also possible to measure the multiplicity

of photons with the Photon Multiplicity Detector (PMD). For the

photon detection a converter is placed between two planes of gas

proportional chambers. As photons will leave no signal in the first

plane, the electrons and positrons from conversions will leave a sig-

nal in the second plane and thus can be identified.

2.2.2.4 T0

The layout of the T0 detector focuses on a fast signal to measure

the collision time. For this purpose Cherenkov counters located on

both sides of the interaction point are used that cover a pseudorapid-

ity of −3.28 ≤ η ≤ −2.97 and 4.61 ≤ η ≤ 4.92. The time meas-

ured by the T0 detector is also used as starting time for the time-

of-flight measurement performed by TOF. Additionally, the T0 de-

tector generates a fast trigger signal.

2.2.2.5 V0

The V0 measures the charged particle multiplicity in the forward/-

backward direction to provide a multiplicity estimation which

is uncorrelated to the track multiplicity measured by the central

tracking detectors. The setup of two scintillators is placed on both

sides of the interaction point. Every scintillator consists of four

rings with different radii and is read out via Wave-Length-Shifting

(WLS) fibres. The scintillators cover a range of 2.8 ≤ η ≤ 5.1 and−3.7 ≤ η ≤ −1.7. As the setup delivers a fastmultiplicity estimation,

the V0 detector is also used in different trigger configurations: The
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Figure 2.8: One side of the ZDC de-
tector [ALICE|08a]

Minimum Bias trigger, Multiplicity trigger, semi-Central trigger,

and Central trigger.

2.2.2.6 ZDC

The Zero-Degree Calorimeter (ZDC) consists of three different

sub-detectors to measure the centrality of heavy-ion collisions. Two

calorimeter pairs are positioned on both sides of the interaction

point in a distance of 116m, where the two beam lines are focussed

to the interaction point. Each pair contains one calorimeter for

measuring protons (ZP) and one for measuring neutrons (ZN).

The ZP is located outside the beam pipes to detect protons which

are deflected by the LHCmagnets, while the ZN is placed between

the beam-pipes to detect neutrons. These calorimeters measure the

number of spectators in heavy-ion collisions but cannot distinguish

between central and peripheral collisions as the mass to charge ratio

of heavy fragments from peripheral interactions is similar to the

ratio of lead. For this purpose a pair of electromagnetic calorimeter

(ZEM) is placed 7m apart from the interaction point opposite

the muon arm. They measure the number of charged particles

created during the collision in forward direction. By correlating the

measurements of the three calorimeters it is possible to provide a

centrality measurement for heavy-ion collisions.

The layout of all three calorimeters is very similar. They use an ab-

sorber with quartz fibres to detect Cherenkov light of the particle

cascade created by the absorbed particles. As absorber material a

tungsten alloy, brass and lead are used for ZN, ZP andZEM, respect-

ively.

2.2.3 Central Barrel Detectors

2.2.3.1 ITS

In total, the Inner Tracking System (ITS) comprises of six layers of

silicon detectors and represents one of the major tracking devices in
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ALICE.The layers are grouped pairwise and their names refer to the

silicon technology used. The two innermost layers are made of Sil-

icon Pixel Detectors (SPD) and use a digital readout. Their coverage

of |η| < 1.98 overlaps with the FMD and they provide a vertex res-

olution of 100 µm. The outer four layers are capable tomeasure the

specific energy loss ( 𝑑E/𝑑x) and thus provide information about

the particle species. The four layers differ by the used silicon chips.

While the two middle layers use Silicon Drift Detectors (SDD), the

two outermost layers rely on Silicon Strip Detectors (SSD). The six

layers are positioned at radii of 3.9 cm, 7.6 cm, 15.0 cm, 23.9 cm,

38.0 cm, and 48.9 cm around the interaction point. The good track

resolution is used to distinguish primary from secondary particles as

well as increase the momentum resolution of tracks.

2.2.3.2 TRD

TheTransitionRadiationDetector (TRD) is used for PIDwith a fo-

cus on the separationbetween electrons andpionswith𝑝>1GeV/c.
Transition radiation photons are produced if a charged relativistic

particle crosses the boundary surface of two materials with differ-

ent dielectric constants. The photons are detected in a Multi-Wire

Proportional Chamber (MWPC) where a Xe/CO2 gas mixture ab-

sorbs the photons and produces a prominent signal. The𝑑E/𝑑x sig-
nal can be used to improve the general PID performance of ALICE.

The coverage of |η| < 0.84 is achieved with 18 supermodules with

6 layers of 5 stacks each.

2.2.3.3 TOF

The Time-Of-Flight (TOF) detector measures the arrival time of

particles to identify particles through their velocity. With the start

signal from the T0 detector the velocity can be calculated. To

achieve a time resolution of less then 40 psmulti gap resistive plate

chambers are used, which provide the required fast response. With

this time resolution it is possible to distinguish pions from kaons up

to 𝑝 = 2.5GeV/c and kaons from protons up to 𝑝 = 4GeV/c. Like
the TRD also TOF is subdivided into 18 supermodules that are

assembled of 5 modules each and have a pseudorapidity coverage of|η| < 0.9.
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2.2.3.4 PHOS

The PHOton Spectrometer (PHOS) as one of two calorimeters

in the central barrel of ALICE focuses on the measurement of

photons and neutral pions. It uses lead-tungstate crystals as de-

tection material which provide a good energy resolution and are

identical to the crystals used in the CMS experiment. With a crystal

size of 22mm × 22mm and a distance of 4.6m to the interaction

point also a good position resolution is realised. The setup con-

sists of three modules with 3584 cells each and a total coverage of|η| ≤ 0.12 and 60∘ in φ.
2.2.3.5 HMPID

The High-Momentum Particle Identification Detector (HMPID)

uses the particle velocity to identify the particle species aswell. Com-

pared to the TOF it uses Cherenkov light produced in a radiator of

C6F14 with refraction index of 1.2989 to measure the velocity of

the particles. After the radiator the Cherenkov photons enter the

detection volume consisting of a MWPC with CsI photo cathodes.

These convert the photons into electrons which induce the signal to

be read-out. The detector layout allows to distinguish pions from

kaons and kaons fromprotons, up to𝑝= 3GeV/c and𝑝= 5GeV/c,
respectively. Also the identification of light (anti-)nuclei at highmo-

menta is possible. The maximum extent of the sevenHMPIDmod-

ules is |η| < 0.6 and 1.2∘ < φ < 58.8∘.
2.2.3.6 ACORDE

ACORDE, the only central detector located outside the L3 mag-

net, is placed on the three top faces of the magnet. It comprises

of 60 modules, which are located within a pseudorapidity range of|η| < 1.3. Each module consists of plastic scintillator bars with

dimensions of 26 × 10 × 300 cm3 and acts as veto or trigger for at-

mospheric muons. The triggers events are used for calibration and

alignment purposes as well as for the analysis of high-energetic cos-

mic particles.

2.2.4 TPC

The Time Projection Chamber (TPC) [AA+|10] represents the
main tracking device of ALICE. As such it provides the main data

for the analysis of ⟨𝑝T⟩ (chapter 3) and also contributes significantly
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Figure 2.9: Sketch of the ALICE
TPC layout [AA+|10]

to the analysis of isolated photons (chapter 4). It consists of a gas

filled hollow cylinder with a length of 500 cm and an inner and

outer radius of 85 cm and 250 cm, respectively, a sketch is shown

in figure 2.9. The volume of ∼ 90m3 was filled with a mixture of

Ne/CO2/N2 before 2011, for the remaining run 1 (until beginning

of 2013) the mixture was composed of Ne/CO2. The volume is

divided into two drift regions by the central electrode that provides

a negative voltage of 100 kV and in conjunction with a field cage

produces a homogeneous drift voltage of 400V/cm. The end

plates are segmented in 18 trapezoidal sectors in φ. Every sector

is additionally divided radially in two readout chambers. Until

the end of run 2 (end of 2018) the readout chambers consist of

a multi-wire proportional chamber (MWPC) with a cathode pad

plane, anode wires, cathode wires, and gating wires, as shown in

figure 2.10. In radial direction, the readout pads are arranged in 160

rows; to cross all rows at nominal magnetic field a particle needs

a minimum 𝑝T of 150MeV/c. In η, all charged particles within|η| < 0.9 can be measured with their full track length.

2.2.4.1 Working principal

Charged particles, crossing the gas volume of the TPC, ionize the

gas along their path. The electrons and ions drift in opposite direc-

tions, due to the electric field of the central electrode. In figure 2.10

the path of a drifting electron in the TPC is shown. In the ampli-

fication region between the cathode wires and the anode wires the

electrons are accelerated and produce an electron avalanche. Due to

their slowdrift velocity the remaining ions induce amirror charge on
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Figure 2.10: Detection mechanism
of the TPC [Kal|12]

the pad plane. To reconstruct the local position of the particles in-

side the TPC the readout happens in time samples. In combination

with the constant drift velocity this allows for a full 3-dimensional

reconstruction of tracks. As the back drifting ions would create dis-

tortions inside the drift volume the gating grid is only open for the

maximal drift time of 92 µs after a trigger has fired. While it is closed

the wires are charged alternating to absorb both electrons and ions

from the drift volume and the amplification region, respectively. As

the MWPCs work in proportional mode, it is possible to gather in-

formation about the initial charge and thus about the energy loss of

the ionizing particle. With the knowledge of the momentum and

the energy loss of a particle it is possible to identify the particle spe-

cies, as shown in figure 2.11.

2.2.5 EMCal

The ELectroMagnetic CALorimeter (EMCal) [ALICE|08b] is one

of two electromagnetic calorimeters in ALICE and used as main de-

tector for the isolated photon analysis (chapter 4). For the second

LHC run the coverage of EMCal was extendedwith the installation

of the DCal on the opposite site. While the layout differs in many

points, the working principle and the detectionmechanisms are the

same.
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Figure 2.11: TPC dE/dx spectra for
different particle species and the cor-
responding Bethe-Bloch parametrisa-
tion [ALICE|16] )c (GeV/|z/|p
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Figure 2.12: Explosion view of
an EMCal module with all compon-
ents, including the readout electron-
ics [ALICE|08b]

2.2.5.1 Layout

The EMCal can be divided into the following substructures: from

large to small this are supermodules, modules and towers/cells.

While towers represent the smallest readout unit, during produc-

tion the smallest units were modules, which contain 2 x 2 towers. A

detailed structure with all important elements of a module is shown

in sketch 2.12. It consists of 77 layers of scintillator alternating with

76 layers of Pb absorber, where every layer of scintillator is sand-

wiched between two layers of white paper for a better light yield.

This Shashlik design represents a material thickness of ∼ 20𝛸0. To

guarantee a clean readout of each tower the layers of scintillator

are segmented into four tiles for each layer. The light created in

the scintillators is collected by WLS fibres, which is read-out by an
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Figure 2.13: Backside of an EMCal
supermodule, the inclination of the
tilted modules increases to the out-
side [ALICE|08b]

Figure 2.14: Drawing of the EMCal
detector, with support structure and
supermodules [ALICE|08b].

avalanche photodiode (APD). The 288 modules grouped in one

supermodule are tilted according to their η position (see figure 2.13)
to provide a uniform η − φ coverage of Δη × Δφ = 0.014 × 0.014
for every module. The whole EMCal is made of 10 full size super-

modules and 2 1/3 size super modules, arranged in an array of 5 1/3

times 2 supermodules as shown in figure 2.14. All supermodules

together cover a pseudorapidity of |η| < 0.7 and a φ range ofΔφ = 107∘.
For the readout, the data created by the APDs is processed by Front

End Electronics (FEE), which process the signal and send a low gain

and high gain value for each tower to the data readout. Addition-

ally, the FEE together with the Trigger Region Unit (TRU) cards
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Figure 2.15: Cross-sections of
energy-loss mechanisms for photons
[Fab|87] in matter

perform a fast processing of the raw signal to provide different EM-

Cal triggers to the ALICE trigger system.

2.2.5.2 Working principal

Calorimeters can be divided into two categories, depending on the

measured particles. Electrons and photons are measured by elec-

tromagnetic calorimeters, while hadrons are measured by hadronic

calorimeters. As this analysis focuses on photons, the description is

limited to electromagnetic calorimeters. A description of hadronic

calorimeters and a more detailed description of electromagnetic

calorimeters can be found in [FG|03]. The detectionmechanism of

calorimeters is sensitive to all particles independent of their charge

and provides a good energy resolution for high energetic particles.

In calorimeters, particles are absorbed and their energy is deposited

in the material. The amount of deposited energy correlates to a

measurable physics property. i.e. light or electric current, which

is read out. Compact electromagnetic calorimeters require a short

electromagnetic radiation length 𝛸0, that depends on the atomic

number Z and the atomic mass A:

𝛸0( g cm−2) ≃ 716 g cm−2𝛢
𝛧(𝛧 + 1) ln(287/√𝛧) (2.1)

During the absorption process, the particle interacts with the ma-

terial and creates a shower of secondary particles. The type of inter-

action depends on the particle type and its energy. For photons

and electrons, the cross-sections of different processes over a wide

energy regime is shown in figures 2.15 and 2.16, respectively. From

the figures one can see that the electromagnetic shower consists only

of electrons, positrons, and photons.

The shower properties of electrons and photons are similar and can

both be described in terms of𝛸0 (compare [FG|03]). A second im-
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Figure 2.16: Cross-sections
of energy-loss mechanisms for
electron/positrons [PDG|02] in
matter

portant variable for the characterization of calorimeter properties is

the critical energy 𝜖, which canbe approximated in the followingway

for solids (gases).

𝜖 = 610(710)MeV𝛧 + 1.24(0.92) (2.2)

With 𝜖 and 𝛸0 it is possible to approximate the longitudinal and

the radial shower profile. These properties are required to properly

chose the thickness and the cell size of a calorimeter. The thickness

should be sufficient to contain most of the shower energy and still

minimize thematerial use. The properties can be estimatedwith the

following formulas.

𝑡max ≃ ln
𝛦0𝜖 + 𝑡0 (2.3)

𝑡95% ≃ 𝑡max + 0.08Z + 9.6 (2.4)

with 𝑡max as the depth, in radiation length, where the most energy is

deposited and 𝑡95% as the length which contains 95% of the original

energy𝛦0. Because 𝑡max increases logarithmically, the required thick-

ness of a calorimeter only increases slowly. A good compromise is≃ 25𝛸0, which results in an energy leakage below 1% for 300GeV

electrons. The radial shower size can be estimated by the Molière

radius (𝑅M):

𝑅M(g/cm2) ≃ 21MeV
𝛸0𝜖(MeV) (2.5)

This radius contains approximately 90% of the shower energy over

the full depth of the calorimeter and is roughly energy independent.

The cell size of a calorimeter should be in the order of the corres-

pondingMolière radius to provide a good position resolution.
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The energy measured in an ideal calorimeter depends on the signal

induced in the detection material, which is correlated to the total

track length of all ionizing particles in a shower 𝛵0:
𝛵0 ∝ 𝛸0

𝛦0𝜖 (2.6)

Thus, the energy resolution depends on the fluctuation of𝛵0, which
can be described as stochastic process. Thus the energy resolution

can be written as:

σ(𝛦)𝛦 ∝ 1
√𝛵0 ∝

1
√𝛦0 (2.7)

In a realistic calorimeter, the energy resolution additionally depends

on further detector properties: The twomajor contributions are the

noise which is created in the readout chain and a constant offset cre-

ated by imperfections of the calorimeter. With summing these three

contributors quadratically, the energy resolution can be written in

the following way:

σ𝛦 = 𝑎√𝛦 ⊕
𝑏𝛦 ⊕ 𝑐 (2.8)

Where a, b and c are the detector specific factors for the stochastic

term, the noise term, and the constant term, respectively.

2.2.6 Data Taking

2.2.6.1 Trigger

The trigger decision in ALICE is performed by the Central Trigger

Processor (CTP). It evaluates the data from detectors contributing

to the trigger decision and sends a signal to all detectors in case their

data is read-out. Detectors responsible for the trigger decision are

pooled into different trigger classes. The detectors to be read-out

are grouped into trigger clusters. To enhance the selection of differ-

ent physics, trigger classes and trigger clusters are combined accord-

ingly.

The trigger decision is evaluated in a multi level process. During

the first stage (L0) the data from fast responding detectors are evalu-

ated. The L1 trigger additionally includes data from detectors with

a longer processing time. This includes detectors which are located

far away from the interaction point (ZDC), detectors with longer
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read-out time (i.e. TRD) and also processed data from fast detect-

ors (i.e. EMCal).

After a successful trigger evaluation, a signal is sent to the corres-

ponding trigger cluster. The data from the detectors is sent to the

Data Acquisition (DAQ) system.

For the analyses of this thesis two trigger classes are important. The

minimum bias trigger as basic trigger to accept all events, but reject-

ing non physical interactions. In pp collisions, a signal from both

sides of the V0 detector is required. For Pb–Pb collisions, an addi-

tional signal from the SPD is needed to accept the event. The EM-

Cal trigger is used to increase the yield of events with high-energetic

photons. It can be used as L0 trigger as well as L1 trigger. In the L0

configuration, the front-end electronics sums the energy of a mod-

ule and fires if the energy exceeds the threshold. In case of the EM-

Cal L1 trigger, a successful EMCal L0 trigger is required. In the

additional available processing time, the CTP recalculate the energy

in all possible 2x2 (photon case) and 16x16 (jet case) tower combin-

ations and provides a more versatile trigger. In the 7 TeV pp data

taken in 2011, only the L0 trigger with a threshold of 5.5GeV was

used.

2.2.6.2 Data preparation

For analysis purposes, ALICE uses a common data format for recor-

ded data and simulations. While the output format is identical, the

processing and preparation differs in both cases.

All signals recorded by the detectors are stored as raw signals. These

are further processed during the reconstruction. During the re-

construction process, the signals from the detectors are combined

to tracks and clusters to reduce the computing requirements in

the analysis. The results of the reconstruction are stored in Event

SummaryData (ESD) files. The recoded data is labelled and divided

into samples. The classification depends on three parameters: year,

period and run. For each year the data is divided into periods, with

similar conditions, like same collision system or bunch structure

of the LHC. Typically, a period covers a few weeks of data taking.

Within a period the data is divided into runs, which represent a

time span with constant conditions of the detectors in ALICE. A

run can last from a few minutes to a few hours. Depending on

the duration of the run and the beam conditions, a run contains

between a few thousands and afew million events.
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Figure 2.17: Schematic view of the
reconstruction and simulation chain
in ALICE [Kle|14]
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ESDs are also produced in the simulation process. The simula-

tion process is split into two subprocesses. In a first step, the

origin of the particles is simulated. This can be either a dedicated

particle well or a simulation of particle collisions. To simulate a

particle collision, dedicated simulations are used for pp collisions

(i.e. PYTHIA [SMS|06]) and Pb–Pb collisions (i.e. HIJING

[WG|91]). Depending on the analysis additional generators are

used for comparison(i.e.EPOS [PK+|15]). In a second step, the

particle transport, processes inside the detectors and the simulation

of the detector responses are computed. For this also different trans-

port simulation programs are available (i.e. GEANT3 [BB+|94],
GEANT4 [GEANT4|03]). The simulated detector responses are

also reconstructed into ESDs.

To reduce the computation power and storage requirements needed

for the analysis, ESDs can be further filtered into Analysis Object

Data (AOD). These contain only data which fulfil certain quality

cuts and does not included analysis irrelevant tracks and clusters.

The whole reconstruction chain is visualised in figure 2.17.

2.3 Clusterizer

In the calorimeters the signals of the single cells are merged into

clusters. The working principle of the clusterizer for the EMCal

and PHOS is similar but differs in details like the minimal cell

energy. Signals from electronic noise are reduced during the clus-

terization by the application of two energy thresholds. A cluster
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is only formed around a cell whose energy surpasses the so called

seed threshold. Each cell merged into a cluster has to satisfy the

cell threshold. Typically the seed threshold is higher than the cell

threshold.

The EMCal uses two different clusterizers (v1 and v2). While v1 is

based on a simple summation of cells, v2 additionally splits clusters

with more than one local energy maximum. In figure 2.18 two ex-

amples for the two different clusterizers are shown. The v1 clus-

terizer starts with the highest energetic cell in the calorimeter and

checks for each of the orthogonal adjacent cells if the cell threshold

is exceeded. In this case the cell is added to the cluster and the neigh-

bouring cells of the newly added cell are checked. This procedure

is repeated until all cells in the vicinity of the cluster which pass the

cell threshold are added. The highest energetic cell, which is not as-

signed to a cluster, is used as seed for a new cluster. This routine is

repeated until all cells with energy above the seed threshold are asso-

ciated with a cluster.

The algorithm for the v2 clusterizer is based on the same approach as

the v1 clusterizer. While the v1 clusterizer accepts all neighbouring

cells above the cell threshold, the v2 clusterizer in addition requires

that the energy of neighbouring cells is lower then the current cell.

An increasing energy in the neighbouring cells hints to a contribu-

tion from a different particle. The splitting of clusters allows for

measuring particles with a small spatial separation independently.

2.3.1 Cluster properties

The clusterization process defines different cluster properties that

are relevant for the isolated photon analysis. The cluster energy as

the most relevant property is calculated by summing the energies of

all associated cells. Due to the fast response of the EMCal it is pos-

sible to assign clusters to different bunch crossings. The cluster time

is defined as the time of the seed cell. The distribution of the cells as-

signed to a cluster defines the cluster center and the cluster shape.

For the calculation of these cluster properties a weight𝑤𝑖 is assigned
to every cell, taking the cell energy and the relative contribution to

the cluster energy into account:

𝑤𝑖 = 4.5 − log ( 𝛦𝑖𝛦cluster ) (2.9)

Wtih 4.5 as empirical value evaluated from test beam data to achieve

the best spatial resolution (details can be found in [AO+|92]). The
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Figure 2.18: Comparisons of v1
and v2 clusterizer for two merged π0
[Wol|14]
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cluster shape can reveal information about the nature of the de-

tected particle, especially if the two photons from a neutral meson

decay merged into one cluster and create an elliptic cluster shape.

The shape is characterised by the cluster parameters σ2short and
σ2long, which correspond to the minor and major axis of an ellipsoid

parametrization of the cluster shape. σ2short and σ2long can be derived
from the covariance matrix of the ellipse (a detailed description can

be found in [CB|05, ALICE|06]):

𝑆 = (𝑆𝑥𝑥 𝑆𝑥𝑦𝑆𝑦𝑥 𝑆𝑦𝑦) (2.10)

with 𝑥 and 𝑦 representing the cluster coordinates η and φ. 𝑠φφ, 𝑠ηη
and 𝑠φη are defined in the following way:

𝑠𝛢𝛣 =
∑𝑖 𝑤𝑖𝛢𝑖𝛣𝑖∑𝑖 𝑤𝑖 − (∑𝑖 𝑤𝑖𝛢𝑖) (∑𝑖 𝑤𝑖𝛣𝑖)

(∑𝑖 𝑤𝑖)
2 (2.11)
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Finally, this results in the following definitions for σ2short and σ2long:

σ2short = 𝑠φφ + 𝑠ηη2 − √(𝑠φφ − 𝑠ηη2 )2 + (𝑠φη)2 (2.12)

σ2long = 𝑠φφ + 𝑠ηη2 + √(𝑠φφ − 𝑠ηη2 )2 + (𝑠φη)2 (2.13)

In case of the v1 clusterizer also the Number of Local Maxima in a

cluster (NLM) is stored as important cluster property.

The usage of the above mentioned cluster properties in the isolated

photon analysis is discussed in chapter 4.2.3.
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In this chapter the analysis of the average transverse momentum⟨𝑝T⟩ in Pb–Pb collisions will be discussed. The analysis is part of

a comparison of ⟨𝑝T⟩ in pp, p–Pb and Pb–Pb collisions and the

combined results are published in [ALICE|13d].

Details about the data and the corresponding simulations used for

the Pb–Pb analysis are discussed in section 3.1. As shown in figure

3.1, the 𝑝T spectrum is dominated by low 𝑝T tracks. Consequently,
also the ⟨𝑝T⟩measurement is dominated by low 𝑝T particles. While

this analysis focuses on all chargedparticles (a detaileddefinition and

further details of the track selection can be found in section 3.2),

other analyses studying the mass dependence of ⟨𝑝T⟩ for identified
particles can be found in [ALICE|15] and [ALICE|13b].

The average transverse momentum is measured as a function of the

event true track multiplicity 𝑛ch. 𝑛ch is chosen as observable, as it

contains corrections for detector effects like detector resolution and

efficiency and allows a comparison between different experiments

and theory predictions. Because 𝑛ch cannot be obtained directly,

a reweighting procedure is applied to correlate the number of ac-

cepted tracks (𝑛acc) with 𝑛ch. A detailed description of the used

procedure together with results from the ⟨𝑝T⟩ calculation can be

found in section 3.3. In the following section 3.4 the evaluation

of the corresponding systematic uncertainties is described. In addi-

tion to the systematic uncertainties, in section 3.5 the influence of

non-hadronic interactions is studied. These interactions generate a

significant background in peripheral Pb–Pb collisions and thus af-

fect lowmultiplicity results. Section 3.6 focus on the comparison of

the results of ⟨𝑝T⟩ analysis in Pb–Pb collisions with the other ⟨𝑝T⟩
measurements performed in other collision systems byALICE. The

shown results represent the status of the ⟨𝑝T⟩ analysis at publication
time. In the meantime improvements for tracking and new tech-

niques for the ⟨𝑝T⟩ were developed. These enhancements together

with possiblemeasurements by newdata sets are discussed in section

3.7.
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Figure 3.1: 𝑝T spectrum of charged
particles at peripheral Pb–Pb colli-
sions at √𝑠NN = 2.76 TeV (data from
[ALICE|13a]).
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3.1 Data set and MC production

In this analysis, the average transverse momentum in Pb–Pb colli-

sions at a collision energy of √𝑠NN = 2.76 TeV is measured. The

data set with a total statistics of about 16 million minimum bias

triggered events was recorded in 2010 and within ALICE is referred

to as LHC10h. The used data consists of 90 runs. A full list of runs

and their statistics can be found in Appendix A.

For simulation purposes a HIJING production with 1.5 million

events is used. To reproduce the detector behaviour properly,

the simulation is divided into 90 runs as well in order to take the

detector conditions during data taking into account.

3.2 Track selection

For the analysis charged primary particles are used. A primary

particle is defined by ALICE as: ”A primary particle is a particle

with a mean proper lifetime τ larger than 1 cm/c , which is either

a) produced directly in the interaction , or b) from decays of particles

with τ smaller than 1 cm/c , restricted to decay chains leading to

the interaction.” [ALICE|17a] The track selection applies different
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quality criteria, including the requirement of a hit in the innermost

ITS layer. Faulty parts in the ITS implicate a non-uniform spatial

distribution after the track selection. Due to different priorities,

two settings are used for the track selection. For the ⟨𝑝T⟩ calcula-
tion, an accurate 𝑝T resolution is needed, while for the multiplicity

classification an uniform detector response is more crucial.

In order to achieve a good 𝑝T resolution, track data from the ITS is

necessary to constrain the track parameters. Consequentially, only

tracks passing the ITS criterion are used for the ⟨𝑝T⟩ calculation. To
circumvent the non-uniform track distribution, in the reweighting

procedure (section 3.3.1) themultiplicity of TPC-standalone tracks

is used.

3.3 Measurement of average transverse

momentum

The average transverse momentum of charged particles is calculated

using all tracks within a kinematic range of |η| < 0.3 and 0.15 ≤𝑝T < 10GeV/c. The limitation was chosen to perform the compar-

ison in the same pseudorapidity for all collision systems. For sym-

metric collision systems in the TPC a pseudorapidity range of |η| <0.8 is used. In p–Pb collisions, particlesmeasured by theTPChave a

pseudorapidity of 1.3 ≤ η < 0.3, as a result of the moving centre-of-

mass system. With an additional requirement of a symmetric cov-

erage in pseudorapidity, the coverage is limited to |η| < 0.3 in all

collision systems. The lower limit of 𝑝T is given by the minimum

track momentum needed to cross the full TPC radius. For the up-

per limit different conditions are taken into account. With increas-

ing 𝑝T the number of tracks is decreasing drastically and the 𝑝T res-
olution of tracks worsens as the bending radius is increasing. These

considerations result in amaximum 𝑝T cut at 10GeV/c, to ensure a
constantly high track quality and good statistics. To assure a consist-

ent track quality, additional selection criteria are applied. A detailed

study of the track criteria can be found in [Kni|15].

Every event is classified by the accepted multiplicity (𝑛acc) of TPC-
standalone tracks that pass the track selection. For eachmultiplicity

class a 𝑝T spectrum is created. From this spectrum the average trans-

verse momentum of the class is calculated. For the calculation of
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Figure 3.2: Correlation matrices
for Pb–Pb collisions with TPC-ITS
tracks (a) and TPC-standalone tracks
(b).
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(b)

⟨𝑝T⟩𝑛acc the following formula is used,

⟨𝑝T⟩𝑛acc = ∑𝑦 (𝑝T) ⋅ 𝑤 (𝑝T) ⋅ 𝑝T∑𝑦(𝑝T) ⋅ 𝑤 (𝑝T) (3.1)

with the yield 𝑦, the𝑝Twidth of the bin𝑤, and the value at bin centre𝑝T.
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3.3.1 Reweighting

To obtain the average transverse momenta for charged particles

(⟨𝑝T⟩ (𝑛ch)) a reweighting procedure is used. The reweighting

procedure is based onHIJING simulations of Pb–Pb collisions and

the related detector response. The simulations make it possible to

compare the number of tracks created in the collision and passing

through the detectors, with the number of reconstructed tracks.

The resulting correlation is shown in figure 3.2, with the number of

created tracks (𝑛ch) on the x-axis and the number of accepted tracks

(𝑛acc) on the y-axis. The reweighting procedure calculates for every
multiplicity bin in 𝑛ch the sum of all ⟨𝑝T⟩ values in 𝑛acc weighted
by their relative contribution to this 𝑛ch multiplicity 𝑅 (𝑛acc, 𝑛ch).
The procedure can be expressed as

⟨𝑝T⟩ (𝑛ch) = ∑𝑛acc ⟨𝑝T⟩ (𝑛acc) ⋅ 𝑅 (𝑛acc, 𝑛ch) . (3.2)

The acceptance limitations of the ITS as described in section 3.2 in-

duce a z-vertex dependency of the multiplicity. As a result the cor-

relation matrix as shown in figure 3.2a contains a split distribution

and consequentially cannot beused for the determinationof𝑛ch. To
obtain reasonable results from the reweighting procedure, a narrow

correlation matrix is needed. By using only TPC tracks for the mul-

tiplicity estimation as described above, a narrow and distinct distri-

bution can be achieved, as shown in figure 3.2b.

3.4 Systematic uncertainties for the

average transverse momentum

The total systematic uncertainties of the measurement of ⟨𝑝T⟩
consist of multiple individual contributions which are added in

quadrature. For the contributions of track selection, secondary con-

tamination and event selection to the total systematic uncertainty,

the analysis of ⟨𝑝T⟩ is repeated with different settings. Further sys-

tematic uncertainties are adopted from the Pb–Pb spectra analysis

[ALICE|13a]. A detailed study about the systematic variations can

be found in [Kni|15].

To estimate the systematic uncertainties, the track selection criteria

are varied to a more a stringent and a looser value. The variations

either increase the track quality while reducing the statistics or vice

versa. For each case, the average 𝑝T is calculated and the difference
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Variable Standard value Variation 1 Variation 2

χ2 TPC cluster 4 5 3
ITS requirement Hit in any SPD layer required No SPD hit required

No. of crossed rows 120 130 100
Crossed rows over findable 0.8 0.9 0.7

Table 3.1: Variations of the track selection used for the calculation of systematic uncertainties.

to the standard setting is treated as an individual contribution. The

track criteria and their variations are listed in table 3.1. The results

of the variations are shown in figure 3.3a, aswell as the combinedun-

certainty of all tracking variations. In total, the contributions sum

to a maximum of 0.45%. For most multiplicities the track selection

contributes about 0.2% to the total uncertainty.

Contamination by secondary particles mainly arises from strange

particles with a long life-time. The contribution of the secondary

contamination is estimated by repeating the ⟨𝑝T⟩ analysis without a
secondary particles correction. To account for the influence of the

event selection, the analysis is repeated with a z-vertex cut of 5 cm

instead of 10 cm.

The contributions of the secondary contamination and the z-vertex

cut are shown in figure 3.3b together with all other contributions.

Both contributions only haveminor influence of around 0.1%. The
main sources of uncertaintywith 0.6% and 0.35% are the uncertain-
ties on the tracking efficiency and the particle composition in MC

simulation, respectively. In contrast, the trigger bias and vertex bias

only play a minor role.

3.5 Discrimination of electromagnetic

interactions from hadronic

interactions

An important goal of the event selection is the differentiation of had-

ronic interactions from non-hadronic ones. Especially in the low

multiplicity region, events from non-hadronic interactions contrib-

ute significantly to the measured event selection. This background

is assumed to originate from electromagnetic interactions of the Pb

nuclei [ALICE|13c], whose production mechanism depends quad-

ratically on the charge of the particles. Photons produced in the

electromagnetic interaction of the nuclei interactwith other Pbnuc-

lei and excite them. The main decay process of the excitation is the
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Figure 3.3: Overview of contri-
butions to systematic uncertainties.
Contributions by different variations
of the track selection (a) and all con-
tributions (b).

emission of a single neutron, which can be detected in the ZN calor-

imeters of the ZDC.

In Pb–Pb collisions the background reduction is part of the central-

ity determination. Adetailed explanation of the centrality determin-

ation andbackground reduction used in the analysis can be found in

[ALICE|13c]. In ALICE, the centrality is determined by ameasure-

ment of the signal amplitudes in theV0detectors. Themeasureddis-

tribution is parametrised by a negative binomial distribution. The

parametrisation allows to slice the events into centrality percentiles

through integration of the function. Cuts in the neutron detector

of the ZDCare applied in the centrality determination to reduce the

background from electromagnetic interactions. These cuts reduce

the background significantly but are not able to completely reject

non-hadronic events. For most analyses a centrality selection of 0%
to 80%or 90% is used tominimize the influence of non-hadronic in-
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Figure 3.4: Energy deposition from neutral particles measured with the ZN sub-detector of the ZDC. With (green) and
without (purple) centrality selection, for A-side only (a), C-side only (b) and the sum of both (c).

teractions and reduce uncertainties of the centrality determination.

As the comparison between the different collision systems is only

possible for peripheral eventswith lowmultiplicities such a selection

is not feasible for this analysis. To better understand the effect of the

centrality selection the signals in theZDCdetector are studied in the

following.

In figure 3.4 the energy deposition for lowmultiplicity events in the

ZNdetectors is plotted, for the ZNAdetector (a), the ZNCdetector

(b) and the sum of the deposited energy in both detectors (c). In

each figure the energy distribution is plotted for all events passing

the event selection (purple) and events passing additionally the cent-
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rality selection. The energy distribution is limited to low energies,

as only low numbers of detected neutrons are relevant for the rejec-

tion of non-hadronic events. For the single ZN calorimeters local

maxima in the distribution are visible at approximately 1300, 1600

and4000. These peaks correspond to thedepositionof one, two and

three neutrons in the calorimeter, respectively. By applying the cent-

rality selection, mostly events with an energy deposit less the energy

of a single neutron are rejected. A large fraction of the electromag-

netic background is rejected by the centrality selection. Due to their

large cross-section, non-rejected background events still contribute

significantly to the peripheral events passing all cut criteria.

To estimate the influence of the contamination the analysis is per-

formed in the range of 0% to 100% centrality in addition to the

range of 0% to 90% centrality. In figure 3.5 the average 𝑝T for both
centrality selections is plotted against themultiplicity for eventswith𝑛ch < 30. The difference of the two selections only affects events

with𝑛ch smaller than 15. For𝑛ch = 1, the difference in ⟨𝑝T⟩between
the two selections is about 5.5%. The difference between the two

variations is added as independent contribution to the systematic

uncertainties described in section 3.4 for events with 𝑛ch ≤ 15.
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Figure 3.6: Comparison of average𝑝T in pp collisions for three different
energies [ALICE|13d].
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3.6 Comparison of average transverse

momentum in different collision

systems

In the following the results for the average transverse momentum

measurements for pp collisions at √𝑠 = 0.9 TeV, 2.76 TeV, and
7 TeV are compared, as well as the results for pp collisions at√𝑠 = 7 TeV, p–Pb collisions at √𝑠NN = 5.02 TeV, and Pb–Pb

collisions at √𝑠NN = 2.76 TeV. In a first step the collision energy

dependency of the ⟨𝑝T⟩ measurement is studied by comparing the

results of pp collisions at different collision energies. The study

together with previous ⟨𝑝T⟩measurements by other experiments is

used to estimate the effect of differing collision energies.

In figure 3.6 ⟨𝑝T⟩ is plotted against 𝑛ch for the three different pp col-
lision energies. Independent of the collision energy, pp collisions

show a linear rise of ⟨𝑝T⟩ with increasing multiplicity 𝑛ch. For all
three energies, the slope changes around 𝑛ch ≈ 12. While the col-

lision energy varies by nearly one order of magnitude, the ⟨𝑝T⟩ in-
creases at most by 10%. The dataset of pp collisions at √𝑠 = 7 TeV

contains the most recorded events of the three datasets and allows

to calculate ⟨𝑝T⟩ up to 𝑛ch = 35. Accordingly, the 7 TeV dataset is

used for the comparison of the different collision systems to achieve
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Figure 3.7: Comparison of average𝑝T for three different collision sys-
tems [ALICE|13d].

a comparison over the largest possible multiplicity range. For heavy-

ion collisions, the energy dependence may differ, but the compar-

ison of ⟨𝑝T⟩measurements between CMS and STAR data in figure

1.13b indicates only a small collision energy dependence of ⟨𝑝T⟩.

The comparison of ⟨𝑝T⟩ as function of 𝑛ch in figure 3.7 for three

different collision systems shows amore versatile picture. Due to the

low multiplicity in pp and p–Pb collisions, the multiplicity in Pb–

Pb is limited to 𝑛ch = 100, which corresponds to peripheral Pb–Pb
collisions. A comparison of ⟨𝑝T⟩ as function of event multiplicity

and ⟨𝑝T⟩ as function centrality can be found in [Mar|12].

For events with a multiplicity below 𝑛ch = 14 the slopes of ⟨𝑝T⟩ in
pp and p–Pb events agree with each other, while ⟨𝑝T⟩ for Pb–Pb
events also have a linear rise in this multiplicity region, but with

a smaller slope. Around 𝑛ch = 14 in all three collision systems

the gradient decreases. The significance of the modification varies

between the three collision systems. For pp collisions, the change

in slope is rather small, while p–Pb and Pb–Pb reveal a more

pronounced change. The multiplicity range for pp and p–Pb is

limited by the recorded statistics and reaches 𝑛ch = 35 and 𝑛ch = 70,
respectively.
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3.7 Recent developments and outlook

The results presented in this chapter show the status of the ⟨𝑝T⟩ ana-
lysis with the datasets from LHC run 1. In the meantime during

LHC run 2 new data with more events and different collision ener-

gies was recorded. With the new data collected during LHC run 2

between 2015 and 2018 it is possible to repeat this analysiswith a col-

lision energy of5.02 TeV in all three collision systems. Thenewdata

sets also includes pp and p–Pb data taken with a high-multiplicity

trigger to increase the statistics in the highmultiplicity region and of-

fers the possibility of a comparison over a wider multiplicity range.

With the higher multiplicity reach a study of the ⟨𝑝T⟩-flattening at
high multiplicities could be possible. During run 2 also new heavy-

ion data fromXe–Xe collisions was recorded and allows to compare

the behaviour of ⟨𝑝T⟩ at high multiplicities for different heavy-ion

collision systems. Additionally, the analysis could be repeated in dif-

ferent centrality selections to constrain the impact parameter of the

collision. The result of such an analysis can be compared to the pre-

dictions shown in figure 1.12.

InAddition to the new data sets, better understanding of the detect-

ors and using a Bayesian unfolding approach, as shown in [Krü|17],

can improve the results of the measurement.
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An analysis of isolated photons represents an experimental ap-

proach to measure prompt photons from 2 → 2 processes, as they
cannot be distinguished from prompt photons of other sources. As

described in section 1.5.2 theoretical calculations and predictions

show that an isolation criterion significantly decreases the back-

ground contribution from fragmentation photons. The analysis

strategy for isolated photons consists of the photon identification

and the isolation criterion as the main constituents. This analysis

is based on the 𝒜ℬ𝒞𝒟 method used by the ATLAS collaboration

[ATLAS|11a]. It describes a combined approach between photon

identification and background estimation. The analysis presented

in this work is part of a common effort from different groups to

publish the first isolated photonmeasurement by theALICE collab-

oration [ALICE|19b]. The published result contains contributions

from all analyses, including this one. In section 4.6 a comparison

between the published results and the results of this analysis is

shown.

4.1 Data Set

4.1.1 Experimental data

The experimental data for this measurement was recorded in 2011

and is one of the first data sets recorded with the EMCal trigger.

The relevant data set consists of two subsets LHC11c and LHC11d,

both recorded with a trigger threshold of 5.5GeV. After the qual-
ity assurance on run conditions, EMCal and tracking performance,

41 runs from LHC11c with 4.51 × 106 events and 29 runs from

LHC11d with 2.84 × 106 events are used in the analysis. In total,

these runs contain 7.35 × 106 events. A detailed list of the run stat-

istics can be found in Appendix B.

4.1.2 Monte Carlo simulations

The simulated data used in the analysis is composed of three differ-

ent MC samples. For the description of signal events, the final state

of the particle generator has to be a photon and a jet (γ-jet) and the
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Table 4.1: List of all 𝑝T hardbins
used for the three simulations.

𝑝T hardbin γ-jet MC
(GeV/c) jet-jet MC1

(GeV/c) jet-jet MC2
(GeV/c)

1 5-11 5-7 10-14
2 11-21 7-9 14-19
3 21-36 9-12 19-26
4 36-57 12-16 26-35
5 57-84 16-21 35-48
6 84-117 21-∞ 48-66
7 66-∞

photon has to point to the EMCal surface. The other two simula-

tions are used to describe background events. In theses simulations,

two jets (jet-jet) are required as final state of the particle generator.

Additionally, a photon from a hadron decay has to be within the

EMCal acceptance andneeds at least an energy of 3.5GeVor 7GeV,

respectively. In the analysis the signal and the background produc-

tions are combined (MC mixing) to obtain a dataset similar to the

recorded data. To simulate enough statistics over the whole relevant𝑝T range, every simulation is split into multiple smaller simulations

to reduce the needed computation time. In each sub-simulation (𝑝T
hardbin) the kinematic range of the initial hard process in the simu-

lation is limited. The corresponding limits are listed in table 4.1. To

further reduce the needed computation time, only detector condi-

tions from two runs for each period are used as reference point.

4.2 Analysis Strategy

Figure 4.1 shows the analysis strategy to obtain the cross-section of

isolated photons. The processing steps are explained in more detail

in the following sub-sections. Details about corrections and modi-

fications specific to the analysis are explained in section 4.3.

4.2.1 Event selection

From all recorded events only events which pass certain quality cri-

teria are used for the analysis. Only events recorded with an EMCal

trigger are selected to enhance the number of high energetic clusters.

The analysis requires at least one track to constrain the position of

the collision vertex. A cut on the vertex position along the z-axis of

10 cm ensures a uniform acceptance of tracks and clusters in η in

all detectors. Additionally, events with multiple collisions, so called
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Figure 4.1: Schematic representation of the analysis strategy for isolated photons. The blue trapezia illustrate analysis steps,
while the green octagons depict the resulting observables.
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(a)

(b)

(c)

Figure 4.2: Sketch with ideal signal
(a) and background (b) distribution
and the combination (c) of both con-
tributions.

pile-up events, are rejected as it is not possible to distinguish the ori-

gin of photons.

4.2.2 Cluster selection

Similar to the event selection, clusters also need further selection.

During the clustering process, clusters with exotic properties are re-

moved. Subsequently, clusters are further selected on their proper-

ties.

First a cut on the cluster time is used to select only clusters of the cor-

responding collision. This is achieved by limiting the cluster time to−30 ns to 30 ns in respect to the bunch crossing. In the next step,

all clusters consisting of at least two cells are selected. For the num-

ber of local maxima (NLM) a default cut of NLM ≤ 2 is applied.
This rejects clusters created by jets, but still accepts clusters from

merged π0 or converted photons. To reject clusters from charged

particles, the distance to the next track is calculated for each cluster.

If the track lies within a range of |Δη| ≤ 0.1 + (𝑝T + 4.07)−2.5 and|Δφ| ≤ 0.15 + (𝑝T + 3.65)−2 around the cluster centre, where 𝑝T
stands for the track 𝑝T, the cluster is expected to be of charged origin
and is not handled as a photon candidate. In addition, every cluster

centre needs to have a distance of at least two full EMCal cells to

the next defective cell on EMCal. With the given distance the influ-

ence of bad cells to the cluster properties is minimized. In the last

step, only clusters are accepted which have at least a distance of 0.4

in η andφ from the borders of EMCal. This fiducial cut is needed to

completely take the contribution of neutral particles to the isolation

cone around the cluster into account.

4.2.3 𝒜ℬ𝒞𝒟 method

The 𝒜ℬ𝒞𝒟 method uses the general assumption that the data

sample consists of a mixed (signal + background) sample in a two

dimensional parameter space. The signal is limited to a certain

region in the space, while the background is distributed over a wider

region including the signal region.

Figure 4.2 shows a simplified versionof a signal andbackground con-

tribution to an arbitrary parameter space. Sketch 4.2a shows the lim-

ited signal distribution, while the background in plot 4.2b is evenly

distributed over the whole space. In the combined allocation in fig-

ure 4.2c, the signal region is still visible, but has an additional contri-

bution from the background.
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Figure 4.3: Sketch of the four regions
used in the analysis and naming of the
corresponding regions.

4.2.3.1 Observables

The observables for the 𝒜ℬ𝒞𝒟 method are chosen to distinguish

prompt photons from background contributions. As mentioned

in this chapter’s introduction, an isolation criterion (𝛦Tiso
) helps to

distinguish prompt photons from fragmentation photons. The cri-

terion is defined by the energy of all particles inside a cone with ra-

dius 𝑅 = 0.4 around the photon cluster (γ), with
𝑅 = √(η − ηγ)2 + (φ − φγ)2. (4.1)

The discrimination of background from photons from particle de-

cays, depends on the mass and energy of the mother particle. The

lowmass of the most relevant particle decays (π0 → γ+ γ and η→
γ + γ) results in small opening angles for high-energetic particles

and thus in merging of the two clusters from the decay photons.

These clusters can be identified by the cluster variable σ2long. For

lower particle energies, the second decay photonwill notmerge, but

will lie inside the isolation radius. Thereby, the primary photon

will be rejected by the isolation criterion. Particle decays with larger

opening angles can be neglected, as the energy of the decay photons

is below the measured energy range or can be ignored due to their

rareness.

The parameter space of 𝛦Tiso
and σ2long is not distributed uniformly

as shown in figure 4.4. To account for this inhomogeneity, the para-

meter space is grouped into four regions, by dividing each parameter

into two ranges, as depicted in figure 4.3. To better discriminate

between the four regions and reduce the contamination, gaps are
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Figure 4.4: Regions in the 𝑝T bin
between 12GeV/c and 14GeV/c.
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Table 4.2: Comparison of the four
regions.

Region Isolation criterion Cluster shape

𝒜 fulfilled γ-like (narrow)
ℬ fulfilled π0-like (wide)
𝒞 not fulfilled γ-like (narrow)
𝒟 not fulfilled π0-like (wide)

used to separate the regions. For γ-like and π0-like clusters, this is
especially important at higher energies, where both of the cluster

shapes start to have a similar shape. The boundaries of the two

parameters are chosen such that the following two assumptions

are fulfilled: First, apart from region 𝒜, the contribution by the

signal is negligible. Second, the distribution between isolated and

non-isolated background clusters is independent of the cluster

shape. The four regions can be described as follows: region contains

the signal and fulfils both criteria, in regions ℬ and 𝒞, either the

criterion on σ2long or 𝛦Tiso
is not fulfilled, respectively. In region 𝒟

neither of the two criteria apply. In table 4.2 the properties of the

four regions are summarized.

4.2.3.2 Signal extraction

The aforementioned classification of the parameter space allows for

the extraction of the signal from the mixed region. Mathematically,

the limitation of the signal to region A can be described in the fol-

lowing way:

𝛣ℬ,𝒞,𝒟 = 𝛮ℬ,𝒞,𝒟 (4.2)

𝑆 = 𝑆𝒜 = 𝛮𝒜 − 𝛣𝒜 (4.3)
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Figure 4.5: Energy dependence of
cluster shape (σ2long) for photon-like
clusters and clusters from merged
π0 and their corresponding bands.
[ALICE|19b]

Where𝛮 represents the total number of entries in the correspond-

ing region (𝒜,ℬ,𝒞,𝒟), which can be split into contributions from the

signal (𝑆) and the background (𝛣). Due to the lack of contributions

from the signal, in regions ℬ,𝒞,𝒟 the number of entries equals the

number of background entries. The assumption of a cluster-shape-

independent distribution of background clusters yields to the fol-

lowing expression:

𝛣𝒜𝛮𝒞

= 𝛮ℬ𝛮𝒟

(4.4)

By solving formula 4.4 for𝛣𝒜 and substituting the result in formula

4.3 one obtains:

𝑆 = 𝛮𝒜 − 𝛮ℬ ⋅ 𝛮𝒞𝛮𝒟

(4.5)

Equation 4.5 allows for the calculation of the prompt photon yield

in a data driven way, based on the aforementioned two assump-

tions.

For the region limits, a constant value is chosen for 𝛦Tiso
and a value

shifting with 𝑝T is selected for σ2long. The shifting limit is necessary

as the opening angle of particle decays changes with the energy of

the mother particle. The borders for σ2long are adapted accordingly.
In figure 4.5, the change of the cluster parameter σ2long with increas-
ing energy is visible. In the lower region, the constant band corres-

ponds to single photons. The curved trend of the upper band arises

from the energy dependence of the opening angle of decay photons.

In EMCal the cluster merging for π0 starts at energies of approx-
imately 8GeV. With increasing energy, the cluster shape alters and
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appears more like single photons. As such, it gets more difficult to

distinguish the two cluster types and the σ2long criterion needs to be
adapted with increasing energy, indicated by the dotted lines.

4.2.3.3 Purity estimation

The results from the signal extraction can be used to calculate the

purity (𝑝) of the signal region.
𝑝 = 𝑆𝒜𝛮𝒜 = 1 −

𝛣𝒜𝛮𝒜 (4.6)

𝑆𝒜 in the purity definition for region𝒜 canbe replaced by the results

of equation 4.5 to achieve the following result:

𝑝 = 1 − 𝛮ℬ ⋅ 𝛮𝒞𝛮𝒜 ⋅ 𝛮𝒟

(4.7)

4.2.3.4 Purity correction

The assumption of identical isolation probabilities, described in

the beginning of this section, does not withstand a closer investiga-

tion due to two effects. In the low energetic regime, two photons

from a π0 decay can either produce an elongated cluster with

no contribution to the isolation cone or produce a γ-like cluster
with a contribution to the isolation cone energy from the second

decay photon. Thus, the isolation probability differs for signal and

background clusters.

While this is negligible for high-energetic photons, clusterswithmul-

tiple contributions (MCC) show an additional 𝑝T dependent beha-
viour. These clusters are generally produced in a jet like environ-

ment that produces clusters with large elongated shapes. The origin

of these clusters entails an additional contribution to the energy in-

side the isolation cone from the correlated jet. Thus, background

clusters at high energies have a lower isolation probability compared

to signal clusters at the same energy.

To correct for these effects, a correction factor α is multiplied to

equation 4.7.

𝑝 = 1 − (𝛮ℬ ⋅ 𝛮𝒞𝛮𝒜 ⋅ 𝛮𝒟

) ⋅ α (4.8)
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By expanding equation 4.8 with
𝛣𝒜𝛣𝒜 the purity can be rewritten as:

𝑝 =
𝑝⏞1− 𝛣𝒜𝛮𝒜 ⋅

𝛮ℬ ⋅ 𝛮𝒞𝛣𝒜 ⋅ 𝛮𝒟

⋅ α⏟⇒1
(4.9)

The new purity definition consist of two parts. The first part

matches the purity definition from equation 4.6. Accordingly, the

second part has to be equal to 1 for the formula to remain valid.

Consequentially, α can be defined with the reciprocal value:

α = ( 1𝛮ℬ ⋅𝛮𝒞𝛣𝒜 ⋅𝛮𝒟

) = (𝛣𝒜 ⋅ 𝛮𝒟𝛮ℬ ⋅ 𝛮𝒞

) (4.10)

As 𝛣𝒜 cannot be measured in data, the correction factor can be ex-

tracted fromMC as long as the assumption

1 = αMC

αdata
(4.11)

holds.

Replacing α in equation 4.8 with the definition from equation 4.10,

one gets the final definition of the corrected purity:

𝑝 = 1 − (𝛮ℬ ⋅ 𝛮𝒞𝛮𝒜 ⋅ 𝛮𝒟

)
data

× (𝛣𝒜 ⋅ 𝛮𝒟𝛮ℬ ⋅ 𝛮𝒞

)
MC

. (4.12)

A caveat of this method is the dependency on the reliability of the

simulations and especially of theMCmixing. While the simulations

are improved continuously, the mixing uses a rather simplistic ap-

proach. As it will be shown in the systematic calculation for themix-

ing ratio in section 4.5.6, the mixing ratio contributes only a small

part to the total systematic uncertainty. Therefore, there is no need

to modify the mixing technique any further.

Due to differences between recorded data and simulations addi-

tional corrections are needed. These will be discussed in section

4.3.8.1.

4.2.4 MC truth information

The MC truth information is required to calculate the efficiency𝜖 of the measurement process. For this purpose, the dedicated

MC production of pp collisions with γ-jet events is used. The

only background in these events originates from the underlying
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event. Accordingly, the signal in region A is not contaminated with

background from jets. For the efficiency calculation, the signal in

region A is calculated twice. Once with the reconstructed values of

theMCproduction (𝛮rec
𝒜 ) and oncewith values from the generator

level (𝛮gen.γ
𝒜

). For the latter case, only clusters which originate from

an isolated photon are taken into account as signal, resulting in

𝜖 = 𝛮rec
𝒜𝛮gen.γ
𝒜

. (4.13)

4.3 Analysis Results

After the explanation of the analysis strategy in section 4.2, in the fol-

lowing section this strategy is applied on the selected data sets. The

results of the intermediate steps, as well as the final result are presen-

ted. Additionally, adaptions to the analysis strategy resulting from

the intermediate results are discussed.

4.3.1 Run selection

Apart from the beam conditions and the EMCal performance also

the TPC conditions play a crucial role for the analysis. Non stable

TPCconditions in the vicinity of theEMCalwould affect the charge

particle veto as well as the energy calculation in the isolation cone.

During the TPC QA only one parameter was found to be unstable

in the two periods. In 15 runs not all sectors of the TPCwere active.

The two figures in figure 4.6 show two exemplary runs, with all sec-

tors active (a) and with inactive sectors (b). Due to the location of

the inactive channel in front of the EMCal acceptance all runs with

inactive channels were rejected from the further analysis.

4.3.2 Event selection

From the three different event cuts (vertex cut, pile-up rejection and

theminimum requirement of one track) only the vertex cut signific-

antly rejects events. About 9% of the events are discarded by the

vertex cut, as shown in figure 4.7. The other two cuts only have a

marginal effect. In total 6.78 × 106 events pass all cuts and are fur-

ther used in the analysis.
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Figure 4.6: Active channels in the TPC for run 159582 (a) and run 158285 (b).
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Figure 4.7: Number of events after
each step of event cuts.
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Figure 4.8: Number of clusters after
each cluster cut (a) and the corres-
ponding cluster spectra (b).
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4.3.3 Cluster selection

In comparison to the event cuts, cluster cuts not only change the

number of clusters, but also modify the𝛦T spectrum of the clusters.

The results of the cluster selection are shown in figure 4.8. Figure

4.8a shows the total rejection for all cuts, while in figure 4.8b also the

modification of the𝛦T spectrum is shown. Overall nearly 90% of all

clusters are rejected by the different cuts. Even if only clusters above

10GeV are taken into account as potential isolated photon candid-

ates, also clusters below are relevant as contributors to the energy in
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Figure 4.9: Cluster distribution of all clusters on EMCal before (a) and after all cluster cuts (b).

the isolation cone. The cut on the cluster time together with the

cut on theminimumnumber of cells reject nearly half of all clusters.

While the time cut effects clusters of all energies, the requirement

on the number of cells predominantly effects clusters at low ener-

gies. The opposite behaviour regarding the energy dependence can

be observed at the selection on the number of local maxima (NLM).

This correlation is expected as clusters with many NLM are correl-

ated to high-energetic particle jets. The charge particle veto (CPV)

influences the spectrum over the whole energy, while the effect of

the distance to bad cells (DTBC) is nearly negligible. Finally, the fi-

ducial cut reduces the number of clusters by ~ 75%. As shown on

the𝛦T spectrum, the number of high energetic clusters is drastically

reduced. Due to the limited statistics only clusters with less than

60GeV are further taken into account for the analysis. In figure 4.9,

the cluster distribution over the complete EMCal surface is shown,

before (a) any cuts and after all aforementioned cuts are applied (b).

Apart from the fiducial cut, also the reduction of the number of

clusters in the selection region is clearly visible (scale on the z-axis

is identical in both plots). The horizontal stripes correspond to the

edges of the EMCal supermodules. The patterns in the active area

originate from runs where certain regions of EMCal did not work

properly and are marked as bad. All clusters passing all selection cri-

teria are handled as photon candidates, while clusters which are re-

jected by theNLMor the fiducial cut are contributing to the energy

in the isolation cone.
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Table 4.3: 𝑝T binning used for the
analysis with the corresponding σ2long
thresholds.

signal σ2long region limits background region limit

𝑝T range lower σ2long upper σ2long lower σ2long upper σ2long
10 - 12 0.1 0.4 0.55 1.75
12 - 14 0.1 0.4 0.5 1.7
14 - 16 0.1 0.35 0.45 1.65
16 - 18 0.1 0.3 0.4 1.6
18 - 20 0.1 0.3 0.4 1.6
20 - 25 0.1 0.3 0.4 1.6
25 - 30 0.1 0.3 0.4 1.6
30 - 40 0.1 0.3 0.4 1.6
40 - 60 0.1 0.3 0.4 1.6

Figure 4.10: 𝑝T spectra for all four re-
gions of the𝒜ℬ𝒞𝒟 method.
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4.3.4 Raw signal

The thresholds to define the regions of the 𝒜ℬ𝒞𝒟 method are

chosen to provide stable conditions for the differentiation of the

four regions over the full 𝑝T range. For the isolation criteria a gap

from 2GeV to 3GeV is selected as energy threshold to distinguish

between isolated andnon-isolated clusters. In table 4.3 the changing

values for the σ2long cut and the related gap are shown.
With the above mentioned specifications of cut values in the para-

meter space, the content of the regions𝒜,ℬ,𝒞, and𝒟 can be calcu-

lated. In figure 4.10 the 𝑝T distribution for all four regions is plotted.
The four spectra show a similar behaviour with a strong decrease

over the full 𝑝T range.
Additionally, the spectrum of the signal region𝒜 solely is shown in

figure 4.11. For the low 𝑝T part an exponential behaviour is visible

and a power law dependency for the high 𝑝T part. The transition

occurs between 15GeV/c and 20GeV/c.
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Figure 4.11: 𝑝T spectrum of region
𝒜, containing signal and background
contributions.
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Figure 4.12: Uncorrected purity.

4.3.5 Purity

The data-driven purity extracted by applying equation 4.7 is shown

in figure 4.12. It increases from 7% for the lowest 𝑝T bins to ~ 70%
at intermediate 𝑝T and further to 80% in the high momentum re-

gion.

This increase can be explained by a combination of physics and de-

tector effects. Physics-wise the probability to find a high energetic

isolated cluster decreases with 𝛦T, due to the increasing probability
of accompanying particles. Additionally, the detector layout lim-

its the determination of photons from high-energetic π0 and single
photons, as the cluster shape gets indistinguishable above 40GeV/c.
The same effect is responsible for the high contamination at low 𝑝T
and confines the lower 𝑝T limit of the analysis.
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Figure 4.13: χ2 distribution for dif-
ferent mixing ratios.
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4.3.6 Corrected purity

For the reasons described in section 4.2.3.4 a correction is required

for the purity described above. The correction factor α needed for

the purity correction is extracted from simulations as shown in equa-

tion 4.12. Asmentioned before, background and signal simulations

are produced in separate steps and are mixed for the analysis. For

the mixing, each simulation is scaled with an individual factor and

the sum of both factors is fixed to 1. To determine the appropriate

factors for the twoMCproductions, the purity for different mixing

ratios is calculated and compared to the purity calculated in data.

The χ2 value of each variation is shown in figure 4.13. The best

agreement is found for a mixing ratio of 0.44 for the signal simula-

tion and 0.56 for the background simulation.

The corresponding correction factor α is plotted in figure 4.14a. It

shows a near linear rise from ~ 0.8 for the lowest momentum to 1.8

for the highest momenta. The resulting corrected purity shows a

higher purity of about 0.25 for the low 𝑝T region and a plateau of

about 0.68 above 18GeV/c, as depicted in figure 4.14b. Compared

to the uncorrected spectra, the trend has not changed but the spread

over the whole 𝑝T range is reduced.
4.3.7 Efficiency

Compared to the purity the efficiency in figure 4.15 shows no clear𝑝T dependence and varies by 4%. For the lowest and highest bins,

the efficiency is about 0.61. In between, the efficiency decreases to

0.575.
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Figure 4.14: Correction factor α (a)
and the resulting corrected purity (b).
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Figure 4.15: Efficiency extracted
from the MC on the generator level
of the γ-jet simulation.
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4.3.8 Further corrections

4.3.8.1 Simulation bias

By using simulations for corrections an additional source of uncer-

tatinty is introduced to the data-driven purity estimation. If the as-

sumption in equation 4.11 is not fulfilled, an additional bias is intro-

duced into the corrected purity. By comparing the σ2long ratio of isol-
ated and non-isolated distributions between recorded data and sim-

ulations the difference between simulation and recorded data can be

estimated. The comparison can be described by the function

𝑓 (σ2long) = (
𝛮iso𝛮iso
(σ2long))

data(𝛮iso𝛮iso
(σ2

long
))

MC

. (4.14)

Due to the statistical limitations the comparison is performed only

in two 𝑝T regions: One, where γ-like clusters and clusters from

merged π0 are still distinguishable ( 𝑝T < 16GeV/c ) and one,

where the clusters are fully merged ( 𝑝T ≥ 16GeV/c ).
To estimate a possible σ2long discrepancy of background clusters

between data and MC, multiple fits are performed in the back-

ground region of the double ratio. The results of the fits for a linear

and an exponential function and their confidence intervals are

compared to a constant fit. A constant offset would not require an

additional correction, as the correction factors would cancel each

other.

The results for all three functions are shown in figure 4.16. The

bold part of the different functions represents the fitting range and

the patterns in the same colour the corresponding confidence inter-

vals. For the lower 𝑝T region the linear and the exponential function
have a small slope and are in agreement with the constant fit. In

the higher 𝑝T regime, the linear and the exponential function show

a gradient different from the constant fit. Even so, the confidence

interval of the constant function is completely covered by the con-

fidences intervals of the other two functions. Hence, no correction

is applied to the standard procedure, but the correction by the lin-

ear and the exponential function are taking into account as contri-

butions to the total systematic uncertainties (details can be found in

section 4.5.5).
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Figure 4.16:Double ratio of isolated
over non-isolated photons in recor-
ded data andMC simulations, for the
low 𝑝T region (a) and the high 𝑝T re-
gion (b).

4.3.8.2 Trigger timing

During the clusterizing process for each cluster a time information

is stored. The time of the highest energetic cell in the cluster is taken

as time for the whole cluster. For both periods the timing of the

clusters was not fully synchronised with the timing of the bunch

crossing. As a result, the time information in some clusters is about

50 ns off from the calibrated time. The corresponding timing distri-

bution against the cluster energy is shown in figure 4.17. The time

distribution consists of two distinct peaks: One around 0 ns and

one at 50 ns. For both peaks no energy dependence in the time dis-

tribution is visible.

Due to the timing cut of ±30 ns, described in section 4.2.2, the

clusters in the 50 ns peak are rejected. To correct for the missing
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Figure 4.17: Time distribution of
EMCal clusters as a function of
cluster energy.
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1: As the trigger does not use the

fully calibrated readout signal, the

turn-on has a continuous onset

around the trigger threshold. Thus,

only clusters with a certain energetic

gap to the trigger threshold can

be assumed as unaffected by the

turn-on.

clusters, the correction factor C is used. It is defined as ratio of

all clusters within the analysis timing cut over all cluster within a

timing cut of −30 ns to 70 ns:
C (𝑝T) = 𝛮clust (−30 ns, +30 ns)𝛮clust (−30 ns, +70 ns) (4.15)

The correction factor is calculated in the 𝑝T ranges used for the ana-
lysis. C has a clear𝑝T dependence from low𝑝T tohigh𝑝Twith values
of 0.96 to 0.92, respectively.

4.3.8.3 Trigger efficiency

Even though the clusters used in the analysis are not affected by the

trigger turn-on, the efficiency can be influenced by other effects of

the EMCal. 1 To study the general trigger efficiency, the number of

clusters with more than 10GeV are counted in the minimum bias

triggered data as well as the EMCal triggered data sample. The res-

ulting trigger efficiency 𝜖trigg is calculated as the ratio of both values,
using the minimum bias sample as denominator. The resulting ef-

ficiency is found to be 0.90 ± 0.06. A value smaller 1 is expected,

because the trigger acceptance is smaller than the full EMCal accept-

ance.

4.3.9 Luminosity calculation

The integrated luminosity for the data sample is needed to calculate

the isolated photon cross-section. The luminosity for EMCal L0
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triggered data can be expressed in the following way:

L =𝛮evt ⋅ 𝛲EMC−L0
σEMC−L0 (4.16)

with the number of recorded events𝛮evt, pile-up correction factor𝛲EMC−L0 and the cross-section for the triggered data σEMC−L0. Due

to the rareness of the EMC-L0 trigger, pile-up correction 𝛲EMC−L0
can be assumed to be unity. In the modified formula

L = 𝛮evt

σEMC−L0 (4.17)

only σEMC−L0 is not known. In the periods LHC11c and LHC11d,

no cross-section was measured for the EMCal triggered subsets and

must be derived from the known cross-section of INT7 triggered

data, using

σEMC−L0 =σINT7 ⋅ 𝑅EMC−L0𝛲INT7 , (4.18)

where σINT7 is the INT7 cross-section, 𝑅EMC−L0 the rejection factor
of the EMC-L0 trigger, and𝛲INT7 the pile-up correction factor. The
pile-up correction can be calculated from the probability that two

protons have a collision in a bunch crossing. This probability is

given by a Poisson law, because the probability for each collision in a

bunch crossing is independent of each other, accordingly the prob-

ability for 𝑛 collisions in a bunch crossing can be described as
𝛲(𝛸 = 𝑛) = 𝑒−μ ⋅ μ𝑛𝑛! . (4.19)

Withμ as the average number of collisions in a bunch crossing. The

average number of collisions corresponds to 𝛲INT7 and can be calcu-
lated as:

𝛲INT7 =
∞∑𝑛=1 𝑛 ⋅ 𝛲(𝛸 = 𝑛)𝛲(𝛸 ≥ 1) . (4.20)

The probability for at least one collision𝛲(𝛸 ≥ 1) can be computed

with:

𝛲(𝛸 ≥ 1) =1 − 𝛲(𝛸 = 0) = 1 − 𝑒−μ. (4.21)

Equation 4.20 and 4.21 combine to:

𝛲INT7 = μ1 − 𝑒−μ (4.22)
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𝛲(𝛸 ≥ 1) can be further determined by the L0b trigger rate of the

INT7 trigger (𝑅L0INT7
b
), the number of not-masked bunch crossings

per orbit of the LHC (𝑛𝛣𝐶orbit), and the LHC frequency (νLHC):
𝛲(𝛸 ≥ 1) = 𝑅L0INT7

b𝑛𝛣𝐶orbit × νLHC (4.23)

Nowμ can be calculated by setting equation 4.21 and 4.23 equal.

μ = − ln (1 − 𝑅L0INT7
b𝑛𝛣𝐶orbit × νLHC ) (4.24)

Furthermore, the rejection factor𝑅EMC−L0 canbe extracted from the

data for each period. With the knowledege of the luminosity, the

differential cross-section for isolated photons can be calculated as:

𝑑2σγiso𝑑𝛦T𝑑η =
𝛮evt

L ⋅ 𝜖𝑡𝑟𝑖𝑔𝑔 ⋅ 𝑑2𝛮iso

𝛮evt𝑑𝛦T𝑑η ⋅
𝑝 (𝛦T)𝜖 (𝛦T) (4.25)

For the luminosity calculation 𝛮evt and σEMC−L0 are needed. The
latter can be calculated following equation 4.18. A value of(53.7 ± 1.9)mb ismeasured for σINT7 for the 2011data [ALICE|14]
and the averaged value for

𝑅EMC−L0𝛲INT7 over both periods is found to be3.4 ± 0.2𝑠𝑡𝑎𝑡 × 10−4 [GL+|18]. With the number of events from

section 4.3.2 this results in a final luminosity of

L = 371 ± 22stat ± 13systnb−1. (4.26)

4.3.10 Cross-section

The calculation of the cross-section consists of three parts, the calcu-

lation of a corrected spectrum, the luminosity calculation and the

final calculation. In the last step the previous results are combined

with additional correction factors.

Applying the purity (section 4.2.3.4) and efficiency (section 4.3.7)

correction on the raw spectrum results in the corrected spectrum

𝑑2𝛮γiso𝛮evt𝑑𝛦T𝑑η =
1𝛮evt
⋅ 𝑑2𝛮iso

𝑑𝛦T𝑑η ⋅
𝑝 (𝛦T)𝜖 (𝛦T) . (4.27)

Taking the luminosity and additional correction factors for trigger

efficiency and trigger timing into account and using the corrected
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Figure 4.18: Cross section for the
standard configuration, charged-only
setup and resulting central value.

2: The theoretical limit due

to isospin symmetry would be

1.33GeV/c, but only a very weak

change in signal was found in

[Lod|18], so no large influence from

the deviation is expected.

spectrum, equation 4.25 modifies as:

𝑑2σγiso𝑑𝛦T𝑑η =
𝛮evt

L
⋅ 𝑑2𝛮γiso𝛮evt𝑑𝛦T𝑑η ⋅

1𝜖trigg ⋅ C . (4.28)

The resulting cross-section is shown in figure 4.18 as dark green dia-

monds. The behaviour in the high 𝑝T regime can be described by a

power law, while the lower 𝑝T part can be described by an exponen-
tial trend. The results show only statistical uncertainties, the results

with the statistical and systematic uncertainties is shown in figure

4.31.

4.3.11 Central value

As mentioned before, the calculation highly depends on the energy

in the isolation cone. To evaluate possible biases of the isolation cone

energy, the analysis is repeated with a different measurement of the

energy in the isolation cone. Instead of taking neutral clusters and

charged particles into account, only charged particles contribute to

the energy in the isolation cone. To compensate the missing energy

of neutral particles, the isolation criteria is reduced to 1GeV/c.2
The mean value from both analyses is calculated and referred to as

central value. The central value is considered as final cross-section
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Figure 4.19: Distribution of NLM
= 1 (coloured isolines) and NLM = 2
(grey isolines) in the σ2long-𝛦Tiso

space.
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and together with the two input cross-sections it is depicted in fig-

ure 4.18. The deviation from the charged + neutral analysis and

the charged-only analysis are taken into account as systematic uncer-

tainty, as shown in figure 4.27 and are discussed in section 4.5.7.1.

4.4 Clusterizer Studies

4.4.1 Study of different clusterizer options

Apart from the standard cluster selection (v1 clusterizer, NLM ≤ 2)
in this section other possible clusterizer settings are investigated and

discussed. The study with different technical adjustments can help

to understand the influence of the chosen default configuration on

the analysis. As starting point, in figure 4.19 the different cluster

distributions forNLM= 1 andNLM= 2 in the σ2long -𝛦Tiso
space are

shown. The combination of both cluster distributions corresponds

to the standard cluster selection. The different contours of the data

points represent the origin of the clusters depending on the number

of local maxima. Clusters with one local maximum are represented

by the coloured contour lines, while clusters with two local maxima

are shown as grey lines.

In the following, the case of using the v1 clusterizer with NLM = 1

(section 4.4.1.1) and performing the analysis with the v2 clusterizer

instead of v1 (section 4.4.1.2) are scrutinised. For all variations,

the complete analysis as described in chapter 4 is repeated. If

not explicitly mentioned, no adaptions to the configuration are

performed.
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Figure 4.20: Distribution of
NLM = 2 clusters and indication
where the clusters will be positioned
with the v2 clusterizer.

4.4.1.1 Variation of number of local maxima

As described in section 4.2.2, theNLM is limited to two to reject jet-

like events. The inclusion of clusters with more local maxima only

changes the results at maximum by approximately 5% as shown in

firgure 4.29. The deviation is taken into account as systematic uncer-

tainty and discussed in section 4.5.14. Another variation is to limit

NLM=1. In this case, only clusters representedby the coloured con-

tours in figure 4.19 are used for the analysis. With this change in the

cluster distribution, especially clusters in the background region are

rejected. Through this rejection, the assumptions for the 𝒜ℬ𝒞𝒟

method (see section 4.2.3.1) are no longer fulfilled, as a significant

background is needed. Consequentially, the 𝒜ℬ𝒞𝒟 method does

not work and the analysis cannot be performed with this clusterizer

setting.

4.4.1.2 Using v2 clusterizer

Unlike for NLM = 1 with the v2 clusterizer, no clusters are rejec-

ted, instead clusters with multiple local maxima are split into new

clusters. Each split cluster creates at least two new clusters. In the

σ2long-𝛦Tiso
phase space, the splitting reduces the number of clusters

with elongated shape, but simultaneously newly created clusters

have a higher 𝛦Tiso
value. In figure 4.20, the change in the cluster

distribution for NLM= 2 is indicated. Because the cluster selection

runs after the clusterizer, also clusters with NLM > 2 are taken into

account for this analysis.
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Due to the changed cluster distribution, the assumption of a back-

ground cluster distribution independent of the cluster shape does

not apply any more. Fortunately, an alternative assumption can be

formulated. By transposing the σ2long-𝛦Tiso
phase space to an 𝛦Tiso

-

σ2long phase space the second assumption can be reformulated to: the

distribution between circular and elongated cluster shapes for back-

ground clusters is independent of the isolation energy. This refor-

mulation does not change the calculation, as only region ℬ and 𝒞

were changed and as visible in equation 4.7 these two values aremul-

tiplied by each other.

The analysis is performed in the same steps as described in sections

4.2 and 4.3 with the exception of using only the charged + neut-

ral isolation criterion. As described above, the splitting produces

non-elongated clusters with higher values in the isolation cone. If

only charged contributions to the isolation cone are taken into ac-

count, the additional contributions by the split clusters are ignored.

By ignoring these contributions, all clusters are just moved to lower

σ2long values and the distribution is no longer reliable to be used in

the𝒜ℬ𝒞𝒟 method, like in the NLM = 1 case. For this reason the

v2 analysis solely relies on charged + neutral contributions to the

isolation cone and the comparison between the standard and the v2

setting is performed for charged + neutral contributions only.

In figure 4.21 the difference of the number of clusters using the

v2 clusterzier to the standard clusterizer setting in the four regions

𝒜, ℬ, 𝒞, and𝒟 is compared. The results fit to the assumption on

the change in the distribution as discussed before: Only a small

amount of clusters is added to region𝒜 (figure 4.21a) through the

v2 clusterizer. The number of clusters in region ℬ (figure 4.21b)

is reduced to a large amount. Especially in the low 𝑝T region with

a high splitting probability nearly 90% of the clusters are shifted

to regions with higher 𝛦Tiso
. A similar trend can be observed in

region𝒟 (figure 4.21d). At low 𝑝T a strong suppression of clusters
is visible, while at high cluster 𝑝T even an increase of clusters can

be observed. This increase originates from clusters with an 𝛦T of

more then 60GeV, which are excluded by the standard analysis

cuts. During the splitting the momentum is distributed to multiple

clusters, which pass the analysis cuts. As indicated in figure 4.21c

most clusters are shifted to region 𝒞. The increase appears over the

whole 𝑝T range without a 𝑝T dependency.
The resulting outcome of the analysis with selected intermediate

results is shown in figure 4.22. The efficiency (figure 4.22a) for

the low 𝑝T region is nearly identical. With increasing 𝑝T the ef-

ficiency of v2 decreases until it reaches a plateau approximately
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Figure 4.21:Number of clusters in the four regions of the𝒜ℬ𝒞𝒟 method for v2 and v1 with NLM ≤ 2 clusterizer.
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Figure 4.22: Efficiency (a), corrected purity (b), corrected spectrum (c) for v2 and v1 with NLM ≤ 2 clusterizers.
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5% below the standard values. For the corrected purity (figure

4.22b) the differences between the two analyses flucatuate around

unity without a trend. The comparison of the cross-sections (figure

4.22c) shows that most of the v2 values are about 15% higher and

fluctuate around this value. For the most bins the values are also

in agreement with unity within their uncertainties. Nevertheless

the results of using the v2 clusterizer reveals the same behaviour

as the standard analysis. Taking the different clusterizers and the

different assumptions for the 𝒜ℬ𝒞𝒟 method into account, the

v2 result supports the results of the default analysis and also backs

the reliability of the𝒜ℬ𝒞𝒟 method. The results of the v2 analysis

could also be used as additional contributor to the central value.

Similar to the difference in the isolation energy between the default

analysis and the charged-only analysis, the v2 analysis treats the

cluster shape dependency in a different way. It also includes clusters

rejected before by the NLM cut. An inclusion to the central value

would cover the uncertainties correlated to the clustering process

and the NLM cut. A study of the differences in the statistical and

systematic uncertainties can be found in section 4.5.16.

4.4.2 Threshold Variations

After studying the effect of different clusterizer settings, in the

following, the influence of the energy thresholds for the clusterizer

is analysed. The two thresholds described in section 2.3 are varied

from their nominal values of 300MeV and 100MeV for seed and

cell threshold, respectively. The seed threshold is varied to 100MeV

and 500MeV. With these variations the influence of low energetic

clusters, which have a worse energy resolution, can be studied. The

purpose of the cell threshold variation is to study the influence of

cell noise on the analysis. By choosing a low threshold, potentially

noisy cells are included in the clustering process. Whereas the en-

ergy added to the cluster is rather small, the cluster shape is affected

by the additional clusters and consequentially σ2long. Because the

standard cell threshold of 100MeV is selected as safe choice, only

variations to lower values of 75MeV and 50MeV are studied. Addi-

tionally to the cell threshold study performedwith the nominal seed

threshold of 300MeV an extra study is performed with a combina-

tion of 100/50MeV for seed and cell threshold. This combination

is selected because in the beginning of this isolated photon analysis

the setting was used as default value, before switching to the new

set of thresholds.
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Figure 4.23: Number of clusters in the four regions of the 𝒜ℬ𝒞𝒟 method for six different clusterizer energy settings for
NLM ≤ 2.
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Like in the previous clusterizer study first the influence of the differ-

ent thresholds on the four regions𝒜ℬ𝒞𝒟 are analysed (figure 4.23).

For region 𝒜 (figure 4.23a) and ℬ (figure 4.23b) a dependency on

the seed threshold can be observed. The 500MeV seed (dot) has

higher values than the other seed values. All three variations with

a seed of 300MeV (crosses and stars) lie close to each other and

between the two other seed thresholds. The number of clusters in

the two regions is the smallest for seed values of 100MeV (quad-

rangles). The ordering of the clusters by seed threshold indicates

that the energy in the isolation cone largely depends on the seed

threshold, as 𝒜 and ℬ represent isolated clusters. In regions 𝒞

(figure 4.23c) and 𝒟 (figure 4.23d) an ordering depending on the

cell threshold can be observed. All clusterizers with a cell threshold

of 100MeV (blueish) have similar values. The values with cell

thresholds of 75MeV (red) are lower, but still higher then the

50MeV (greenish) clusters. Within clusterizers with the same cell

threshold an ordering dependent on the seed threshold can be

found. This sub-order is opposite to the ordering in regions𝒜 and

ℬ and canbe related to a general decrease of clusterswith higher seed

thresholds. In region 𝒟 the ordering also shows a 𝑝T dependence

with stronger suppression for higher 𝑝T values. This effect hints to
a possible cluster merging due to the increased cluster size and can

also explain the general decrease with lower cell thresholds.

In figure 4.24 the cross-sections and the intermediate results are

shown. For the efficiency (figure 4.24a) a ordering depending on

the cell threshold and a sub-ordering on the seed threshold can

be observed. Smaller cell thresholds increase the efficiency, while

lower seed threshold decrease the efficiency. The effect of the

cell threshold on the different observables is by far larger than the

effect of the seed threshold. The origin of these effects are the

increased number of clusters created by the lower cell threshold

and the increased number of clusters in the background for lower

seed thresholds. Generally, the variation on the efficiency is quite

small compared to other variations. For the purity (figure 4.24b)

no ordering can be observed, except of the variation with a seed of

500MeV, all purity values fluctuate around the standard value. In

the high𝑝T region the purity for seed thresholds of 500MeV reaches

unrealistic values of over 90%. Similar results can be observed for

the cross-section (figure 4.24c), where the 500MeV data set run

away. All other results for the cross-section fluctuate around the

standard setting within approximately 10% and in the most cases

agree within their statistical uncertainties. In section 4.5.16 the

statistical and systematic uncertainties for the clusterizer thresholds

are discussed.
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Figure 4.24: Efficiency (a), corrected purity (b), cross-section (c) for different cluster thresholds with clusterizer NLM ≤ 2.
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The comparison of the different clusterizer thresholds reveal consist-

ent results, apart from a seed threshold of 500MeV. The agreement

nicely shows that different cluster selections only have a small ef-

fect on the results with the𝒜ℬ𝒞𝒟 method. The change from the

100/50MeV clusterizer setting to a setting of 300/100MeV does

not have a large effect on the final results. The cluster distribution in

the four regions show that the cluster shape is influenced by the clus-

terizer setting and noisy clusters could have an influence on the res-

ult. On the other hand the result for the 500/100MeV clusterizer

setting indicates that higher thresholds reject too many background

clusters to allow for reliable results by the𝒜ℬ𝒞𝒟 method.

4.5 Systematic Studies

In section4.5.1 the general extractionof the systematic uncertainties

and their combination is discussed. The different variations of the

measurement to estimate the systematic uncertainty are described in

section 4.5.2.

4.5.1 General procedure for systematic

uncertainties

For each source of uncertainty the corresponding step of the analysis

chain is varied. Each variation results in a new isolated photon cross-

section. Dependingon the analysis step thenumberof variationsdif-

fers. For each variation the relative deviation to the baseline is com-

puted. Except for the systematic uncertainties evaluated in section

4.5.7, the standard analysis described in section 4.3with the charged

+ neutral energy in the isolation cone represents the baseline. To cal-

culate the total uncertainties, the mean value of the variations for

each analysis step is computed. The mean value is chosen to reduce

the influence of outliers and fluctuations. In a last step the square

root of the sum of the squared relative uncertainties is calculated.

4.5.2 Systematic variations

For the analysis, 13 different sources of systematic uncertainties

(𝕊1 − 𝕊13) as listed in table 4.4 are evaluated. A detailed description

of the single systematic uncertainties can be found in the following

sections 4.5.3 to 4.5.11. The systematic uncertainties can be roughly
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Table 4.4: List of sources of system-
atic uncertainties.

𝕊1 Signal region upper limit

𝕊2 Background region limits

𝕊3 Charge particle veto / track matching

𝕊4 Isolation energy

𝕊5 Mixing ratio

𝕊6 Charged-only analysis

𝕊7 MC shower shape tuning

𝕊8 Simulation signal uncertainty

𝕊9 Trigger efficiency and stability

𝕊10 Pile-up correction

𝕊11 Energy scale uncertainty

𝕊12 Material budget

𝕊13 NLM cut

split in 𝑝T-dependent uncertainties (𝕊1 − 𝕊7) and 𝑝T-independent
sources (𝕊8 − 𝕊13).

4.5.3 Shower shape limits 𝕊1& 𝕊2
The limits of the shower shape axis in the𝒜ℬ𝒞𝒟method are relev-

ant for the signal and the background region. Due to the fixed lower

limit of the signal region, both regions are handled differently.

4.5.3.1 𝕊1: Signal region limits

In the signal region only the upper limit of the σ2long is varied, as
the lower limit is necessary to reject non-physical clusters. The vari-

ation tests the sensitivity of including or excluding clusters on the

upper edge of the single cluster distribution. With the variation also

the gap to the background region varies and thus the differentiation

between signal and background region. This also varies the leakage

of photon clusters to the gap region and correspondingly also affects

the efficiency.

The modified cut values are chosen to vary at least by 10% from the

original value. The values for all 𝑝T bins are listed in table 4.5. The
corresponding uncertainties can be seen in figure 4.25, the relative

values vary between 2% and 10%with higher uncertainties at higher𝑝T.
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signal σ2long region limits background region limit𝑝T range lower variation higher variation lower variation higher variation

10 - 12 0.1 – 0.35 0.1 – 0.55 0.4 – 1.6 0.7 – 1.9
12 - 14 0.1 – 0.35 0.1 – 0.5 0.4 – 1.6 0.6 – 1.8
14 - 16 0.1 – 0.3 0.1 – 0.45 0.35 – 1.55 0.55 – 1.75
16 - 18 0.1 – 0.27 0.1 – 0.4 0.3 – 1.5 0.5 – 1.7
18 - 20 0.1 – 0.27 0.1 – 0.4 0.3 – 1.5 0.5 – 1.7
20 - 25 0.1 – 0.27 0.1 – 0.4 0.3 – 1.5 0.5 – 1.7
25 - 30 0.1 – 0.27 0.1 – 0.4 0.3 – 1.5 0.5 – 1.7
30 - 40 0.1 – 0.27 0.1 – 0.4 0.3 – 1.5 0.5 – 1.7
40 - 60 0.1 – 0.27 0.1 – 0.4 0.3 – 1.5 0.5 – 1.7

Table 4.5: Variation of σ2long cuts.
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Figure 4.25: Variations related to the variations for the𝒜ℬ𝒞𝒟 region limits and uncertainties of the energy uncertainty.

4.5.3.2 𝕊2: Background region limits

Similarly to the signal region also the limits for background region

are varied. In contrast to the signal region, both limits, the lower

and the upper are varied. For each variation, the upper and lower

limit are shifted in the same direction to keep the range identical for

all cases. Like the variation of the signal region also the variation

of the background region influences the separation between both

regions and accordingly also the leakage of true photon clusters to

the background region.

For the modified cut values, listed in table 4.5, the same constraints

of a change of at least 10% in the cut value are used. The resulting
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Figure 4.26: Uncertainties related to the shower shape and shower composition together with uncertainties related to the
charge particle veto.

uncertainties are plotted in figure 4.25 as well. Generally, the effect

is smaller than for 𝕊1, but it shows a similar trend with lower values

at low 𝑝T and higher uncertainties at higher 𝑝T.

4.5.4 𝕊3: Charge particle veto
To estimate the performance of the charge particle veto (CPV),

the analysis is repeated with a tighter and a looser cut setting. In

the more stringent scenario, the distances to match a track to a

cluster are increased from |Δη| ≤ 0.1 + (𝑝T + 4.07)−2.5 to |Δη| ≤0.15 + (𝑝T + 3.46)−2.5 and from |Δφ| ≤ 0.15 + (𝑝T + 3.65)−2
to |Δφ| ≤ 0.2 + (𝑝T + 3.73)−1.75. While in the loose case

the distances are reduced to |Δη| ≤ 0.1 + (𝑝T + 4.78)−2.5 and|Δφ| ≤ 0.15 + (𝑝T + 3.92)−2 .
The CPV has a double effect on the analysis. First, the rejection

of photon candidate clusters of charged origin influences the total

number of photons. Second, clusters in the isolation cone correl-

ated with a charged track contribute less to the energy in the cone

than a neutral cluster plus a charged track in the cone. Accordingly,

in the stringent case, the number of photons is reduced, but on aver-

age, the energy in the isolation region is reduced as well. In the loose

case, more photon candidates pass the CPV, but the probability to

define them as isolated photon is decreased.
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The resulting uncertainties are shown in figure 4.26 and showuncer-

tainties of about 6% for low 𝑝T values, which decrease to 3% with

increasing 𝑝T.

4.5.5 𝕊4: Isolation energy modelling

The description of the underlying event in the simulations has a

discrepancy with the recorded data and accordingly also describes

the energy in the isolation cone only partially. To estimate and cor-

rect for this deviation, two different approaches are used, which are

described in the following. Both approaches are handled as indi-

vidual contributions to the total systematic uncertainties and are not

mixed, as they focus on different discrepancies.

4.5.5.1 𝕊4𝑎: Double ratio

As described in section 4.3.8.1 the calculation of a double ratio can

be used to describe a σ2long discrepancy between simulation and re-

corded data. The fits of a linear function and an exponential func-

tion to the double ratio performed in the double ratio analysis and

shown in figure 4.16 agreewithin their uncertainties with a constant

function. For the estimation of the uncertainties, the previously fit-

ted functions are used to calculate an additional correction factor.

The combination of the new correction factor β with the existing

correction α results in a new total correction factor α′. Thereby, β
is defined as the ratio of the function values for clusters in the signal

region (𝑥s) and clusters in the background region (xb).
α′ → α ⋅ β (4.29)

βlin = 𝑥s ⋅ 𝑝1 + 𝑝2𝑥b ⋅ 𝑝1 + 𝑝2 (4.30)

βexp = 𝑝1 ⋅ 𝑒𝑝2⋅𝑥s + 𝑝3𝑝1 ⋅ 𝑒𝑝2⋅𝑥b + 𝑝3 (4.31)

The 𝑥 values are defined as the median values of the clusters in the

signal and the background region. For the linear and the exponential

function, the analysis is performedwithα′ as correction instead ofα.
The resulting uncertainty varies between 3% and 12% and is shown

in figure 4.26.
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Figure 4.27: Uncertainties related to the charged-only analysis, simulation properties, and trigger properties.

4.5.5.2 𝕊4𝑏: Anti-isolation limit

Another possibility is to change the anti-isolation criterion, defin-

ing the lower limit of the non-isolation region. Similar to the sys-

tematic on the background region limit (section 4.5.3.2), the upper

limit of the gap between isolated and non-isolated clusters is varied.

The lower gap limit is not varied, as this would implicate a change

in the definition of isolated photons. The upper limit of the anti-

isolation region is also not shifted according to the gap variation. For

the systematic uncertainty, the upper limit if the gap is once reduced

from 3GeV to 2GeV and once increased to 4GeV. Except from

one outlier, the related uncertainty lies below 2% and is shown in

figure 4.25.

4.5.6 𝕊5: Mixing ratio

As mentioned before, the uncertainty of the mixing ratio plays an

important role for the purity correction. Starting from the best mix-

ing ratio evaluated in section 4.3.6, the weighting factor of signal

and background are individually doubled. For the resulting signal-

to-background mixing ratios of 0.88 to 0.56 (~ 0.61/0.39) and 0.44

to 1.12 (~ 0.28/0.72), a significant change in theχ2 values can be ob-
served in figure 4.13. Despite the large change in agreement, the un-

certainty is only between 2% and 4% and depicted in figure 4.27.
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4.5.7 𝕊6: Charged-only analysis
The charged-only analysis has two contributions to the total system-

atic uncertainties, the central value and the anti-isolation limit in

the charged-only analysis. Both contributions are plotted in figure

4.27.

4.5.7.1 𝕊6𝑎: Central value
As described in section 4.3.11, a central value from combined results

is used as final result. The difference between the two input spectra

and the central value is accounted as systematic uncertainty. The

uncertainty varies between 13% and 31%, with no clear 𝑝T depend-
ence.

4.5.7.2 𝕊6𝑏: Anti-isolation limit in charged-only

Additionally, the lower energy limit for non-isolated clusters is var-

ied in the charged-only analysis similar to contribution 𝕊4𝑏. For

the lower case it is decreased to 1GeV and for higher case increased

to 3GeV. The resulting uncertainty varies between 0.5% and 9%.
This contribution is taken into account independently from the un-

certainty of the central value.

4.5.8 𝕊7: MC shower shape correction

The description of cluster shapes for the EMCal disagrees between

recorded data and simulations. In parallel to the isolated photon

analysis detailed studies on the cluster shape were performed. The

studies revealed cross-talk in the read-out electronics as origin

[CB|18] of the difference. For a better agreement between recorded

data and simulations, a mimicking of the cross-talk was implemen-

ted in the post-processing of the simulations. The shower shape

distributions for recorded data, before and after the mimicking

are compared in figure 4.28. For all three energy ranges, a clear

improvement of the modified distribution (red) can be found com-

pared to the original one (blue). In the default analysis procedure,

only the mimicked clusters are used. To estimate the uncertainty

of the mimicking, the results are compared to those without any

modification of the cluster shape. Though the usage of the unmod-

ified clusters represents a change for the worse, it allows for a good

estimate of the possible uncertainties of the mimicking procedure.

The uncertainties of the shower shape correction, shown in figure
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Figure 4.28: Shower-shape distributions of data and simulations for three different energies. [CB|19]

4.26, vary for most 𝑝T bins between 7% and 11%, but have outliers
to 2% and 15% in the low 𝑝T region.

4.5.9 𝕊8: Simulation signal uncertainty

The limited run selection for MC productions may bias the effi-

ciency calculated from these productions. To correct for the bias

in the recorded data, the number of high energetic clusters in the

sub-samples are compared with the number of clusters in the appro-

priate period. As this correction is not perfect and can still contain

an undistinguishable bias by the trigger efficiency and stability (𝕊9),
these uncertainties are evaluated as combined uncertainty.

4.5.10 𝕊9: Trigger efficiency and stability

While the trigger threshold for the whole data set is fixed, it can vary

slightly due to changing conditions in the detector and readout elec-

tronics. These fluctuations influence as well the trigger properties

as the correction of the simulation uncertainty described in section

4.5.9. To estimate the uncertainty of both effects, the number of
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clusters with more than 10GeV per event is calculated for each run.

TheRMS of the distribution over all runs is about 5%, which is also
assigned as contribution to the total systematic uncertainty. The

combined systematic uncertainty for 𝕊8 and 𝕊9 are plotted in figure
4.27.

4.5.11 𝕊10: Pile-up correction

For each bunch crossing the probability exists, that more than one

pp collision takes place. A possible second collision would increase

the probability of a photon candidate. At the same time any addi-

tional collision would increase the energy in an isolation cone, as it

is not possible to specify the source of neutral particles. Due to the

beam conditions during data taking the possibility of pile-up colli-

sions is rather low and therefore the contribution to the total uncer-

tainty is negligible.

4.5.12 𝕊11: Energy scale
The energy scale uncertainty is estimated by different techniques

which allow for the comparison of particle properties measured

with the EMCal. During the test beam campaign the EMCal mod-

ules were tested with electron and hadron beams at Fermilab and

CERN [EMCal|10]. For the analysis [ALICE|17b], the energy-to-

momentum ratio of electrons was compared between simulations

and recorded data. In total, an uncertainty of 0.8%was determined,

which accounts for an uncertainty of 3.3% in the cross-section

measurement and is shown in figure 4.25.

4.5.13 𝕊12: Material budget

The material budget inside ALICE is only known to a certain

degree and can accordingly only be modelled with uncertainties.

Depending on the deviation the number of expected conversions

can be either reduced or increased. Additionally, the place were

the conversion happens also influences the effect. The produced

electron-positron pair either produces a π0-like cluster or creates a
charged contribution to an isolation ormisses the calorimeter due to

curvature of the propagation. From previous studies [ALICE|19a],

the uncertainty is estimated to be 2.1% over the complete 𝑝T range.
The uncertainty is plotted in figure 4.25.
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Figure 4.29: Comparison of the cor-
rected spectrum between NLM ≤ 2
(standard) andNLM ≤ 10.
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4.5.14 𝕊13: NLM cut

As described in section 4.2.2, a cluster cut on the number of local

maxima (NLM) is performed, primarily to reject clusters which very

likely originate from jets. With thewider cut, the number of clusters

in the background regions is increased. In figure 4.29 a comparison

of the corrected 𝑝T spectrum to a cut value ofNLM ≤ 10 is shown.
For the differences an uncertainty of 5% is accounted over thewhole𝑝T range. The contribution is depicted in figure 4.26.

4.5.15 Total systematic uncertainty

In figure 4.30 the total systematic uncertainties are plotted in com-

parison to the statistical uncertainties. For most of the bins, the sys-

tematic uncertainties are significantly higher than the statistical ones.

The maximum systematic uncertainty is about 37% and the min-

imal one 18%.
The results for the central value, the statistical uncertainty and the

systematic uncertainties are combined in the cross-section in figure

4.31.
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Figure 4.30:Comparison of the total
systematic uncertainties to the the
statistical uncertainties.
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4.5.16 Total systematic uncertainties for clusterizer

studies

Apart from the default analysis, the systematic uncertainties are also

calculated for the different clusterizer settings as described in section

4.4.

A comparison of the statistical and total systematic uncertainties of

the v2 clustetrizer settings described in section 4.4.1.2 with the de-

fault v1 clusterizer is shown in figure 4.32. Both statistical uncer-

tainties (lines) have a similar trend over the complete 𝑝T range and

for the most bins are lower than the systematic uncertainties. The

statistical uncertainties for the v2 clusterizer are higher in the low

and the high 𝑝T region compared to the v1 clusterizer. For the cal-

culation of the total systematic uncertainties for the v2 settings, two

contributions are not taken into account in contrast to the stand-

ard approach. The analysis of the v2 clusterizer with charged-only
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Figure 4.32: Comparison of uncer-
tainties for v2 and v1 with NLM ≤ 2
clusterizers.
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particles in the isolation cone does not work and no central value is

calculated. Accordingly, no 𝕊6 is computed and not taken into ac-

count. Also the shift of clusters reduces the number of elongated

clusters significantly. This results in large uncertainties for the fit-

ting procedure and extrapolation on double ratios for 𝕊4𝑎. To pre-
vent contributions dominated by statistical fluctuations 𝕊4𝑎 is not
included in the total systematic uncertainties. Like the statistical un-

certainties, also the systematic uncertainties have a similar trend for

both clusterizers. In the most cases the systematic uncertainties for

the v2 clusterizer are smaller then the ones for the v1 case. For the

v2 clusterizer a correlation between the statistical and systematic un-

certainties is visible.

In figure 4.33 the statistical and systematical uncertainties are com-

pared for different clusterizer thresholds. The statistical uncertain-

ties (lines) show a nearly identical behaviour over the full 𝑝T range

for all threshold variations. This is not the case for the systematic

uncertainties. While most variations have single outliers compared

to the standard setting, the 500/100 setting starts to deviate from

20GeV/c onwards. Remarkably, for all other threshold variations

the deviation above20GeV/c is rather stable andfluctuate less, than
in the lower 𝑝T region.
The results for different clusterizer thresholds and a different clus-

terizer show a similar behaviour for the cross-section, as well as the

uncertainties.
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Figure 4.33: Comparison of
uncertainties for different cluster
thresholds with clusterizer NLM≤ 2.

4.6 Comparison to published results

In figures 4.34 and 4.35 the result of the default analysis setting and

the central value is compared with the corresponding published res-

ults. The settings for the default approach of the two analyses are

identical in large parts. Differences can be found for the run selec-

tion, in this work runs with a non-working TPC sector in front of

EMCal were rejected, while they were used for the published result.

The rejected runs account for approximately 23% of the events used

for the published result. The decision of taking these runs into ac-

count or not is a trade-off between higher statistics andmore homo-

geneous results and in thiswork the homogeneitywas preferred. Ad-

ditionally, the mixing ratio differs by a few percent, due to slight dif-

ferent inputs. The (anti-)isolation criteria for charged particle could

not be matched with the published results, due to the usage of dif-

ferent analysis frameworks. As already mentioned in section 4.3.11,

a deviation of these criteria is expected to have only a small effect on

the results.

The difference of the cross-section shown in figure 4.34 between the

two analyses shows good agreement within their statistical uncer-

tainties for all results above 16GeV/c. The three bins for the lowest
momenta show a deviation of up to 25%. The reason of the discrep-
ancy may originate from a different handling of the low threshold

backgroundMC production, which is used for these bins.
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Figure 4.34: Comparison of results
from this work to published results
from [ALICE|19b] for standard ana-
lysis settings.
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The different behaviour of the first three bins is not visible in the

comparison of the central values in figure 4.35. The results of this

work lie between 10% and 30% lower compared to the published

result. This difference originates from different results taking into

account for the central-value calculation. In this thesis only the res-

ults of the default setting and the results from the charged-only ana-

lysis are taken into account for the central value. In the published

analysis additionally uncertainties for the isolation energymodelling

are included in the calculation. The additional contributions are

dominated by results close to the default settings and thus the cent-

ral value is closer to the results from the default settings. For this

analysis it was decided to take only the result from the charged-only

analysis into account for the central value calculation to limit the

contributions, which probe the isolation criteria with an additional

approach. The additional contributions used in the published res-

ults for the central value calculation are included in the systematic

uncertainties for this analysis.

The systematic uncertainties (boxes) for this work are larger com-

pared to the published ones and cover the published results for the

most bins. In contrast to the published systematic uncertainties,

the single contributions to the total systematic uncertainties are not

smoothed. This leads to the inclusion of outliers and more bin-to-

bin fluctuations.
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Figure 4.35: Comparison of results
from this work to published results
from [ALICE|19b] for the central
value.

The difference in the analysis chain between the two results lead to

deviations in the final results. Despite the differences the results can

be considered as equivalent, as the majority of the deviations can be

correlated to and explained by different choices in the analysis.

For the following comparison to othermeasurements and theory cal-

culations the published results are taken into account.





Published results 5
5.1 Theory comparison

As baseline for the theory comparison a next to leading order (NLO)

pertubative QCD (pQCD) calculation is used. The theory simu-

lations also imply an isolation criterion with an isolation energy of

2GeV. To achieve a good comparison, the results of the calculation

use the same binning as in data. Uncertainties related to the theory

calculation are grouped either to be PDF related or to be scale un-

certainties. The resulting uncertainties are shown as independent

sources.

The comparison of the spectra and the related ratio are shown in

figure 5.1 and figure 5.2, respectively. In general, a good agreement

between data and theory can be observed. Apart from the 𝑝T bin

from 18GeV/c to 20GeV/c all bins agree within their systematic

uncertainties. While for the afore mentioned bin the uncertainties

for data and theory overlap.

5.2 Comparison to previous measurements

The previous measurements of the isolated photon cross-section

at √𝑠 = 7 TeV performed by ATLAS [ATLAS|11a] and CMS

[CMS|11] use a different energy threshold for the isolation cri-

terion. Due to this difference, a direct comparison would compare

different physics cases and is not performed. Instead, the ratios

of the previous measurements to the corresponding simulations

are compared, shown in figure 5.3. Since the isolation criteria in

the simulations match the ones used in the analyses, the difference

in the isolation criteria no longer play a role. The comparison

only contains measurements relevant to the 𝑝T range of ALICE.

Within their overlapping region, all three ratios agree. Also the 𝑝T
region below 15GeV/c only covered by the ALICE measurement

is visible.

An additional way to compare the result to previous measurements

is shown in figure 5.4. As described in section 1.5.2, the scaled cross-

section is plotted against 𝑥T. In contrast to figure 1.15b only pre-

vious measurements taken at central rapidity are shown. The res-

ults of the ALICE isolated photonmeasurement clearly extends the
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Figure 5.1: Isolated photon spec-
trum compared to a theory calcula-
tion [ALICE|19b].
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measurements to lower 𝑥T values. They also align to the previous

measurements as far as it can be estimated on a double log plot. The

extended reach to lower 𝑥T values can be used to further constrain

PDF functions for protons ([CC+|13]), as well as the nuclear par-
ton distribution function ([AE+|11]) with future measurements in

nuclear collisions.
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1: For pp, p–Pb, andPb–Pbdata sets

with a collision energy of 5.02 TeV
were recorded, while the recorded

data sets for Xe–Xe have a collision

energy of 5.44 TeV.

Summary & Outlook 6
In this thesis two observables are used to analyse particle collisions.

Both analyses contributed to the successful publication of the re-

lated papers [ALICE|13d, ALICE|19b]. The two observables rep-

resent different cases regarding their usage to study heavy-ion colli-

sions in ALICE. The analysis of ⟨𝑝T⟩ of charged particles is an estab-
lished analysis and is used to compare the results of three collision

systems, these are pp, p–Pb, and Pb–Pb. In contrast, the focus of

the isolated photon analysis was the creation, validation, and estab-

lishment of a reliable analysis technique and the publication of the

first results with ALICE.

Direct comparison of ⟨𝑝T⟩ in pp, p–Pb, and Pb–Pb collisions is per-
formed inmultiplicity bins and is limited to amaximummultiplicity

of 𝑛ch = 100 as only for Pb–Pb collisions higher multiplicities are

recorded in the analysed data sets. As already shown by other exper-

iments ([EHS/NA22|88, CMS|13]) for all three collision systems

the ⟨𝑝T⟩ rises with increasing multiplicities. Despite the different

slopes for the collision systems they show notable similarities. In all

three cases the slope changes at a true multiplicity of 𝑛ch = 14. For
higher multiplicities the slope reduces further. This effect is most

pronounced in Pb–Pb collisions. The slope reduction can be fur-

ther investigated for thepp and thep–Pbcases by analysingnewdata

sets recorded with high-multiplicity triggers. The triggered data sets

should provide smaller statistical uncertainties and a higher multi-

plicity reach. Data sets from additional collision systems and colli-

sion energies can round the picture of collision energy and system

size off. They also provide the possibility to reduce a possible en-

ergy dependence of ⟨𝑝T⟩, as for all collision systems recorded so far

(pp, p–Pb, Pb–Pb, and Xe–Xe) a data set with a collision energy

of approximately 5 TeV 1 exists. In addition, future ⟨𝑝T⟩ analyses
will profit from smaller uncertainties due to improvements in recon-

struction and correction and especially from a Bayesian unfolding

procedure to determine ⟨𝑝T⟩ as function of 𝑛ch ([ALICE|18]). For
heavy-ion collisions a centrality-dependent analysis in multiplicity

bins can provide further insight into the QGP, since centralities cor-

respond to different overlaps and thus can be used to test the pre-

dictions made in [VH|82]. With the Xe-Xe data also a system-size

dependent study is possible.

The results of the isolated photon measurement provides new val-

ues to test pertubative QCD calculations and further improve par-
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ton distribution functions at low 𝑥T values. Furthermore, the res-

ults represent the first isolated photonmeasurement by ALICE and

probe a before uncharted 𝑥T range. The method as well as the res-

ults are tested in multiple ways and include a evaluation of system-

atic uncertainties. To probe the influence of clusterizer settings, the

analysis is repeated with different settings for clusterizer and cluster-

izer thresholds. The resulting comparison to the standard settings

indicate stable and comparable outcome and support the final res-

ult. The cross-section as function of 𝑥T surpass previous results in

the low 𝑥T regime (as indicated in figure 5.4). This reach can be ex-

tended by probing the same𝑝T rangewith data fromhigher collision

energies, especially the √𝑠 = 13 TeV data set. With additional statist-

ics also the overlapwith results fromCMS andATLAS can be exten-

ded to provide additional cross-checks. Apart from further studies

in pp, the𝒜ℬ𝒞𝒟 method can be adapted with an additional back-

ground estimation for the underlying event, to be used in p–Pb and

Pb–Pb analyses. The first studies for p–Pb collision are presented

in [Mas|19]. The identification of isolated photons also provide the

possibility to study γ-jet correlations to studymedium properties in

the future.

For both analyses, possibilities for additional studies are presented

above. These studies will provide a better understanding of the ob-

servables, aside from the results presented in this thesis andmay also

reveal additional information about the QGP.



Appendices



Runs used for ⟨𝑝T⟩ analysisA
TableA.1:Run list used for the ⟨𝑝T⟩ analysis and the correspondingnumberof events after event selection for the centrailty
selection 0% - 100%.

LHC10h LHC10h LHC10h
Run # Events Run # Events Run # Events

137161 55529 137693 12748 138653 378881
137162 41671 137704 130186 138662 201007
137231 135524 137718 45446 138666 223364
137232 47025 137722 302425 138730 40484
137235 13024 137724 48243 138732 19502
137236 27994 137751 116992 138837 227243
137243 25576 137752 176407 138870 72024
137366 190738 137844 790391 138871 35086
137431 178849 137848 63439 138872 14070
137432 77373 138190 150696 139028 32060
137434 64703 138192 370190 139029 97394
137439 9479 138197 117402 139036 118517
137440 34614 138201 204360 139037 100055
137441 79221 138225 245218 139038 319065
137443 16383 138275 1378945 139105 33192
137530 2472 138364 568316 139107 457169
137531 2621 138396 415187 139173 282030
137539 309692 138438 59813 139309 108465
137541 167926 138439 183064 139310 99070
137544 151801 138442 428186 139314 200978
137546 929 138469 146078 139328 132236
137549 280099 138534 1274353 139329 227662
137595 224116 138578 266922 139360 24027
137608 227323 138579 235203 139437 461837
137638 124465 138582 82628 139438 113067
137639 28466 138583 222555 139465 569481
137685 7259 138621 190880 139503 22551
137686 210434 138624 147221 139505 38971
137691 188299 138638 193690 139507 296860
137692 99679 138652 19912 139510 131010



Runs used for isolated photon analysisB
Table B.1: Run list used for the isolated photon analysis and the corresponding number of events after event selection.

LHC11c LHC11c LHC11d
Run # Events Run # Events Run # Events

154126 95815 154286 150445 156889 113001
154130 100378 154289 26753 156891 244162
154132 41133 154382 34880 156896 34581
154136 81141 154383 405792 157203 69748
154141 150071 154385 246936 157220 160088
154143 313104 154478 138005 157227 35760
154207 30425 154480 109387 157257 124002
154211 309285 154482 286302 157261 48683
154219 137597 154483 26585 157262 54704
154220 38374 154485 57367 157277 192693
154221 10100 154495 63644 157475 24263
154222 82401 154763 15054 157496 67530
154252 118268 154773 15424 157560 69959
154257 22968 154780 8279 157562 28377
154261 46788 154783 28186 157567 10897
154266 44200 154786 12036 157569 81222
154269 44706 154787 20291 157818 6771
154273 203175 154789 75913 157819 61828
154281 83123 154793 73298 157975 27281
154283 23459 154796 99160 157976 13397

154808 293719 159254 55892
159286 90296
159532 76409
159535 105786
159575 23356
159577 59459
159580 132686
159581 115966
159582 487187
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